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Abstract. We study the problem of extracting terms from research pa-
pers, which is an important step towards building knowledge graphs in
research domain. Existing terminology extraction approaches are mostly
domain dependent. They use domain specific linguistic rules, supervised
machine learning techniques or a combination of the two to extract the
terms. Using domain knowledge requires much human effort, e.g., man-
ually composing a set of linguistic rules or labeling a large corpus, and
hence limits the applicability of the existing approaches. To overcome
this limitation, we propose a new terminology extraction approach that
makes use of no knowledge from any specific domain. In particular, we
use the title words and the keywords in research papers as the seed-
ing terms and word2vec to identify similar terms from an open-domain
corpus as the candidate terms, which are then filtered by checking their
occurrence in the research papers. We repeat this process using the newly
found terms until no new candidate term can be found. We conduct ex-
tensive experiments on the proposed approach. The results show that
our approach can extract the terms effectively, while being domain inde-
pendent.
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1 Introduction

We study the problem of terminology extraction from a corpus of research papers,
i.e., we extract the terms from the research papers. Here, a “term” refers to a
word or compound words representing a concept of a specific domain, e.g., in
chemistry, “alcohol” is a term that refers to an organic compound in which the
hydroxyl functional group is bound to a saturated carbon atom?. Terminology
extraction has various applications in text mining such as semantic analysis
and machine translation. For instance, terminology extraction is a first step
of building a knowledge graph from a large corpus, which has gained much
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popularity in recent years in both the research community (e.g., YAGO2 [8])
and the industry (e.g., Google Knowledge Graph?).

Existing terminology extraction approaches [5, 7,9, 16, 18] are using rule based
techniques, supervised machine learning techniques, or a combination of these
two types of techniques, all of which rely on some domain knowledge, e.g., manu-
ally composed linguistic rules or labeled corpuses. Acquiring such domain knowl-
edge requires much human effort (e.g., manually labeling a large corpus) and
limits the applicability of the existing approaches.

To overcome this limitation, we propose a novel approach that does not re-
quire any domain knowledge. This approach extracts terms from research papers
(which can be of any domain) based on the following observations:

1. The title and the keywords of a research paper usually contains the key terms
in the paper.

2. Related terms of the same domain tend to appear in similar context.

3. While a large manually labeled corpus of a particular domain is difficult to
obtain, a massive open-domain corpus is relatively simple to acquire (e.g.,
Wikipedia provides free downloads of its full content®).

Following these observations, we extract terms as follows. We start with
forming a set of seeding terms consisting of the title words and the keywords
(after removing the stop words) of the research papers. We then identify words
with similar context to that of the seeding terms from a massive open-domain
corpus as the candidate terms. These candidate terms will be filtered by checking
their occurrence in the research papers, the remaining of which will be added to
the set of seeding terms. We repeat this process until no more candidate terms
can be found and the set of seeding terms will be returned.

In our approach, we make use of word2vec [13,14] to identify the words with
similar context to that of the seeding terms from a massive open-domain corpus.
Here, word2vec is an open-sourced tool released by Google for computing vector
representations of words. It takes a text corpus as input and outputs a numeric
vector for each word. Using these word vectors, given a word w, word2vec can
compute and produce a list of words that are similar to w (e.g., having similar
context) and their cosine similarity values. For example, when “france” is input,
“spain” would be one of the similar words in the produced list, and the cosine
similarity may be 0.678515. We train a word2vec model with a massive open-
domain corpus (detailed in the experimental section), feed it with the seeding
terms, and take the produced lists of similar words as our candidate terms. We
observe that, even though word2vec is not trained on the corpus of research
papers, it can still produce most of the terms appearing in the research papers.
This is because of the massiveness of the open-domain training corpus that covers
many of the concepts in various domains.

To summarize, we make the following contributions in this paper:
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— We analyze the key characteristics of term occurrence in research papers
that may allow us to overcome the limitation of the domain dependent ter-
minology extraction algorithms.

— Based on the analysis we propose a novel domain independent term extrac-
tion algorithm. This algorithm uses the title words and the keywords in
research papers as the seeding terms and word2vec to identify similar terms
from an open-domain corpus as the candidate terms. It filters the candidate
terms by checking their occurrence in the research papers. The surviving can-
didate terms are added to the seeding terms and the above process repeats
until there is no new candidate terms.

— We conduct extensive experiments on the proposed algorithm, and the results
confirm the effectiveness of the proposed algorithm in extracting terms from
research papers.

The rest of the paper is organized as follows. In Section 2 we review related
studies. In Section 3 we present the proposed algorithm. In Section 4 we discuss
the experimental results and in Section 5 we conclude the paper.

2 Related Work

Existing terminology extraction approaches [5,7,9,16,18] can be categorized
into three groups: rule-based, statistical, and a combination of the two. We
briefly review each group of the studies. A more detailed survey of the studies
on terminology extraction can be found in [15].

Rule-based approaches use linguistic features to identify candidate terms.
Various linguistic rules [4, 5, 7] have been devised for term extraction. For exam-
ple, a simple rule is that terms are mostly nouns or noun phrases in the form of
[noun, noun/ or [adjective, noun]. This rule has been applied in systems such as
the PHRASE system [4]. Evans et al. [5] combine the simple noun phrases and
compose more complex rules for term extraction. Daille et al. [2] identify the
most common linguistic rules from human produced terminological data banks.
Their study confirms that terms are mainly short noun phrases in the form of
[noun, noun/ and [adjective, noun]. They call terms in such form the base-terms.
Using morphological or syntactic variations, more complex and longer terms can
be formed from the base-terms. Other than word level structural rules for terms,
sentence level structural rules have also been proposed. For example, Xun and
Li [20] use rules such as “/noun/ is ...” or “[noun] refers to ...” to identify the
terms and their definitions at the same time.

Using the linguistic rules, a terminology extraction algorithm generally works
in four steps [15]:

— Perform Part-Of-Speech (POS) tagging on the corpus for terminology ex-
traction.

— Identify and extract candidate terms from the corpus using the basic linguis-
tic rules.

— Collapse variations of the same term into one unique form.



— Apply more sophisticated linguistic rules to further filter the candidate
terms.

After the four steps a list of candidate terms will be produced. Depending on
the quality of the linguistic rules and the domain of the corpus, the probability
of these candidate terms being true terms varies. A further refinement step is
required to identify the true terms, which is usually done by human experts
manually.

Statistics-based approaches use statistical features [19] to determine the pos-
sibility (i.e., the termhood [15]) of a word (or compound words) being a term. For
example, Salton et al. [16] extract all 2-word combinations as candidate terms,
and use #f-idf to measure their termhood. Jones et al. [9] extract all N-word
combinations as candidate terms, and use term length and frequency to measure
the termhood. Krenn [11] also uses frequency as the termhood measure and em-
pirically shows that it is a reliable measure. More sophisticated measures have
been used, such as the Z-score [3], the C-value [6], and the Multiword Expression
Distance [1]. The main disadvantage of statistics-based approaches is that they
need a large training data set to learn the parameters for determining whether a
candidate term is indeed a term, which is usually manually labeled and requires
much human effort.

Hybrid approaches combine rule-based techniques and statistical techniques.
A common practice is to use linguistic rules to first identify a set of candi-
date terms and then filter them by statistical termhood measures. For example,
Earl [4] first extracts noun phrases as the candidate terms and then filters them
by the frequency of the noun elements. Justeson and Katz [10] also first ex-
tract the candidate terms using linguistic rules, and then rank the candidates
by frequency. Semantic and contextual information is also used in the hybrid
approaches to help rank the candidate terms. For example, Maynard and Ana-
niadou [12] use context-factor to incorporate the semantic and contextual in-
formation. Velardi et al. [18] use domain relevance and domain consensus to
achieve similar purpose.

Table 1. Similar Word List

Word ‘Cosine similarity
spain 0.678515
belgium 0.665923
netherlands 0.652428
italy 0.633130
switzerland 0.622323
luxembourg 0.610033
portugal 0.577154
russia 0.571507
germany 0.563291
catalonia 0.534176




Word2vec [13,14] is an open-sourced tool released by Google for computing
vector representations of words using deep learning techniques. It takes a text
corpus as input and computes a numeric vector for each word. Using these vec-
tors, given a word w, word2vec can compute and produce a list of words that
are similar to w (e.g., having similar context) and their cosine similarity values.
For example, given “france” as the input, a list as shown in Table 1 may be
produced.b If the training corpus is labeled properly, word2vec can also handle
phrases, i.e., computing phrase vectors as well as similar phrases. In this study,
we train a word2vec model with a massive open-domain corpus (detailed in the
experimental section), feed it with the seeding terms, and take the produced lists
of similar words as our candidate terms. We observe that, even though word2vec
is not trained on the corpus of research papers, it can still produce most of the
terms appearing in the research papers. This is because of the massiveness of the
open-domain training corpus that covers many of the concepts in various fields.
We will detail how word2vec is used in the following section.

3 The Term Extraction Algorithm

Given a set of research papers P of the same domain, we aim to extract all terms
in the research papers. Here, the research papers need to be of the same domain,
but we do not have any assumption on of which specific domain the research
paper should be; a “term” refers to a word or compound words representing a
concept of the domain.

To gain insight to the problem of extracting terms from research papers we
conducted an empirical study on a corpus of 200 medical research papers. We
have the following observations.

— 60.13% of the nouns in the title are terms; 83.61% of the noun phrases in
the title are terms (after removing the stop words).

— 96.72% of the keywords are terms.

— 04.44% of the terms not in either the titles or keywords appear in similar
context (in the abstract or body) to that of the terms in the titles or keywords.

These observations motivate us to use the nouns and noun phrases in the
title and the keywords as a set of seeding terms, find the words or phrases in the
abstract and body parts of the research papers that are similar to the seeding
terms, and return them together with the seeding terms as the answer set. To
facilitate the process of finding the words or phrases similar to the seeding terms,
we make use of word2vec [13,14].

We propose to extract terms from a set of research papers P as follows.

1. We use a POS tagging tool” to identify the noun phrases from the titles of
the research papers in P.

5 https://code.google.com /p/word2vec/
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Algorithm 1: Term Extraction(P, k, «)

N < the noun phrases in the titles of P;
K < the keywords in the titles of P;
W <+ NUK;
foreach w € W do
L Compute ranking_score(w);

Uk W N

6 Sort W by the ranking scores;

7 T <+ top-k words/phrases in W;
8 has_new_term < true;

9 while has_new_term do

10 has_new_term < false;

11 L« 0

12 C + 0;

13 foreach t € T do

14 L + words/phrases similar to ¢ returned by word2vec;
15 L+ LU{L:};

16 foreach L; € L do

17 foreach w € L; do

18 if w appears in at least « lists in L then
19 | C+Cu{w)

20 foreach c € C do

21 if ¢ appears in P then

22 T+ TU{c};

23 has_new_term < true;

return: T




2. Together with the keywords of the research papers in P, we add the noun
phrases to a set W.

3. We use the top-k words/phrases in W as a set of seeding terms T', where k is
an algorithm parameter that will be chosen empirically. To choose the top-k
words/phrases, we rank the words/phrases in W by their length (number of
words contained by a phrase) and frequency in P. As suggested by existing
studies such as [9,11], these two measures have been reliable in identifying
the true terms. Given a word/phrase w € W, we use the following empirical
equation to compute its ranking score:

ranking_score(w) = log(fw) X ly

Here, f,, denotes the frequency of w and [,, denotes the length of w. Intu-
itively, words/phrases of larger frequency or length have higher probability
of being true terms.

4. For each seeding term ¢ € T', we use word2vec to compute a list of words/phrases
that are similar to .

5. If a word/phrase appears in at least « lists returned by word2vec, we add it
to the set of candidate terms C. Here, « is an algorithm parameter that will
be chosen empirically.

6. For each candidate term ¢ € C, we scan the research papers in P and see if
it can be found in the papers. If yes, we add it to the set of seeding terms
T. Otherwise, we simply drop c.

7. We repeat Step 4 through Step 6 until no more terms can be found. Then
we return 7" as the answer set.

Discussion. Algorithm 1 summarizes the procedure above. In the algorithm,
word2vec is trained on an open-domain corpus which does not require any label-
ing effort. Meanwhile, the algorithm does not require any domain specific knowl-
edge and is fully automatic. Therefore, we achieve an algorithm that avoids the
drawbacks of the existing approaches. Note that a potential limitation is that
when word2vec is trained on an open-domain corpus, it may not contain all the
terms that appear in P and thus cannot help extract those terms. This limita-
tion can be easily overcome by adding the documents in P to the corpus used
to train word2vec.

4 Experimental Study

We implement the proposed algorithm in Perl and conduct experiments on a
Desktop computer with a 3.0GHz CPU and 3GB memory.

We test the algorithm on a set of 200 medical research papers, where a total
of 1704 unique terms with 9780 occurrences have been labeled by domain experts
as the gold standard. We measure the term extraction accuracy and recall:

number of unique true terms extracted

Accuracy = x 100%

total number of unique terms extracted



number of unique true terms extracted

Recall = x 100%

total number of unique true terms

To the best of our knowledge, there is no existing domain independent ter-
minology extraction algorithms. Hence, no baseline algorithm is used in the
experiments.

We train a word2vec model with an open-domain corpus containing 500,000
documents from science and technology periodicals. The corpus has approxi-
mately 20 billion words.

The proposed algorithm takes in the 200 medical research papers, extracts the
nouns and noun phrases from the titles and the keywords as the seeding terms,
and use word2vec to identify candidate terms. We only use the words/phrases
that appear in at least 2 word2vec similar word list as the candidate terms. We
filter the candidate terms by checking their respective number of appearance in
the research papers and only return a candidate term as a term if it appears for
at least once.

4.1 The Effect of the Number of Initial Seeding Terms

We first verify the effect of the number of initial seeding terms k. We expect
higher recall and lower accuracy as more initial seeding terms are used. Table 2
shows the result where we vary k from 10 to 40. We use the top 15 similar words
returned by word2vec for each seeding term as the candidate terms in this set
of experiments. As expected, the more initial seeding terms are used, the higher
the recall will be. This is natural because more initial seeding terms will bring
more candidate terms and eventually more terms. Also, the recall increases as
more iterations of the algorithm are performed since more candidate terms will
be find by word2vec (for conciseness we only show the result of the first two
iterations). Meanwhile, the accuracy drops as k increases because more nouns
and noun phrases that are less likely to be true terms are used as the seeding
terms, and the candidate terms similar to them are less likely to be the true
terms.

Table 2. Varying Initial Seeding Term Set Size

k 10 20 |30 |40

Recall (iteration 1)  [56.69%]|66.90%|71.83%]|74.30%
Recall (iteration 2)  [62.68%)]72.89%|76.06%|77.82%
Accuracy (iteration 1)|40.21%|36.54%|32.64%|30.35%
Accuracy (iteration 2)|36.73%|33.50%|30.07%|28.14%

4.2 The Effect of the Size of the Word2vec Similar Word Lists

Given an input word w, word2vec can return a list all words/phrases appearing
in the corpus sorted by their similarity to w. The words/phrases appearing at



the later part of the list are not very similar to w. Therefore, we limit the size
of the word2vec similar word lists and only use the words/phrases that are most
similar to the seeding terms as the candidate terms.

Let the size of the word2vec similar word list be [. Table 3 shows the accuracy
and recall where we vary [ from 15 to 240. We use 40 initial seeding terms in
this set of experiments. We can see that, the more words returned by word2vec
are used as the candidate terms, the higher the recall will be. Also, the recall
increases as more iterations of the algorithm are run. After 2 iterations, using
240 similar words for each seeding terms will achieve a recall of 90.14%. This is
very close to the recall upper bound 91.20% (We scan the open-domain corpus
where word2vec is trained on and find that 1554 among the 1704 unique terms
are contained in the open-domain corpus. This means that using word2vec, the

4
x 100% = 91.20%). Adding more iterations will

not significantly increase the recall and thus we terminate the algorithm after 2
iterations. Meanwhile, the accuracy drops as the recall increases, which is also
expected because currently the proposed algorithm has a very simple candidate
term checking procedure and has a relatively small pruning power in filtering
the candidate terms. When more similar words are considered as the candidate
terms, more will pass the filtering stage and be returned as terms. How to achieve
a better accuracy while maintaining a good recall value is our next step of study.

recall upper bound is

Table 3. Varying the Size of the Word2vec Similar Word Lists

! |15 30 |60  [120  |240

Recall (iteration 1) 74.30%|76.41%|80.63%|83.45%|83.08%
Recall (iteration 2)  |77.82%]|81.69%86.27%|88.03%(90.14%
Accuracy (iteration 1)[30.35%|28.48% |26.83%|25.49%|25.92%
Accuracy (iteration 2)|28.14%]25.58%)]23.45%]21.62%/21.94%

4.3 The Effect of the Pruning Threshold of the Candidate Terms

We explore the following two ways to increase the term extraction accuracy.

Table 4. Varying the Number of Word2vec Similar Word Lists that a Candidate Term
Needs to Appear in

o |2 3 |4 |5 |6
Recall (iteration 2) 77.82%|76.41%|76.06%|75.35%|75.35%
Accuracy (iteration 2)|28.14%|29.51%|30.02%|30.19%30.36%

(1) Requiring the words/phrases to appear in more than 2 word2vec similar
word lists so that they can be added to the candidate terms. In this set of ex-



periments we set the word2vec similar word list size at 15 and the number of
initial seeding terms at 40. We vary the number of word2vec similar word lists
a word/phrase needs to appear in, i.e., «, so as to be treated as a candidate
term from 2 to 6. Table 4 shows the accuracy and recall values. Intuitively, as «
increases, the accuracy increases while the recall decreases. We notice that the
increase and the decrease are at a similar rate. This can guide us to choose an
appropriate value of «a given a recall or accuracy value we want to achieve.

Table 5. Varying the Number of Research Papers that a Candidate Term Needs to
Appear in

P L I -
Recall (iteration 2)  [62.68%]|49.30%|39.44%|30.99%26.41%
Accuracy (iteration 2)|36.73%(40.84%|42%  |40.03%|40%

(2) Requiring the candidate terms to appear in more than one research papers.
In this set of experiments we set the word2vec similar word list size at 15 and
the number of initial seeding terms at 10. We vary the number of research papers
a candidate terms needs to appear in (denoted by p) so as to be returned as a
term from 1 to 5. Table 5 shows the accuracy and recall values. It shows that,
as p increases, the accuracy increases while the recall decreases. We notice that
the recall decreases much faster than the accuracy increases. Further, accuracy
starts to also decrease when the number p is larger than or equal to 4. This
suggests that the value of p should be kept at a small value (e.g., 1 or 2).

4.4 Error Case Study

We conduct an error case analysis on the experimental results and make the
following observations.

1. As shown in Section 4.2, our algorithm is able to achieve a recall of 90.14%.
Among the terms that are not extracted, i.e., the false negatives, 89% are
not contained in the open-domain corpus used to train the word2vec model.
For example, “OVX rat” (a female rat whose ovaries have been removed)
is term that is not contained in the training corpus and is missed by the
algorithm. These false negatives can be recovered by adding the test corpus
into the training corpus. The rest 10.3% of the false negatives (18 out of a
total of 1704 terms labeled in the test corpus) are missed by the proposed
algorithm because they have extremely low number of occurrences in the
word2vec training corpus. As described in the experiments, we constrain the
number of similar words returned by word2vec to be used as the candidate
terms. If a word has a low occurrence and is not ranked as the top similar
word to the seeding terms, then it may not be found the proposed algorithm.
For example, “2,3-dimethyl-2,3-butanediol” is such a term.



2. As discussed in the subsections above, the accuracy of the proposed algo-
rithm is relatively low due to a relatively simple strategy used to filter the
candidate terms. We find that the false positives are mainly the words used as
terms in the open-domain corpus while not being viewed as terms in the re-
search papers, such as “portable transformer rectifier”, “animal migration”,
and “average life expectancy”. To filter such false positives, more sophisti-
cated techniques such as the transfer learning techniques are to be explored
to integrate the knowledge in the open-domain corpus into our target domain
more systematically.

5 Conclusions and Future Work

We proposed a novel approach for extracting terms from research papers. We
use the title words and the keywords in research papers as the seeding terms and
word2vec to identify similar terms from an open-domain corpus as the candi-
date terms, which are then filtered by checking their occurrence in the research
papers. We repeat this process using the newly found terms until no new candi-
dates terms can be found. Compared with the existing approaches, our approach
has the advantage of not requiring any domain knowledge, i.e., being domain in-
dependent, which is an important advantage considering the amount of effort
needed to acquire and prepare the domain knowledge. As shown in the exper-
imental study, our approach can extract the terms effectively. We analyze the
false positives and false negatives in our experimental results and observe that:
(i) the false positives are mainly the words used as terms in the open-domain
corpus while not being viewed as terms in the research papers; (ii) the false
negatives are the terms that have extremely low number of occurrences in the
open-domain corpus. These observations are expected as the open-domain cor-
pus used to train the word2vec model is very different from the corpus of research
papers. Our future study is to build upon the current results and design algo-
rithms to work together with word2vec to reduce the false negatives as well as
algorithms to filter the false positives.
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