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Abstract To receive personalized recommendation, users of a location-based service
(e.g., a location-based social network, LBSN) have to provide personal information
and preferences to the location-based service. However, detailed personal information
could be used to identify the users, and hence compromise user privacy. In this paper,
we consider an untrusted third party recommendation service used by the location-
based service that may attempt to identify the sender of a recommendation query
from the query log or may publish the query log. To protect user identity, anonymiza-
tion must be done “online” before a query reaches the recommendation service. This
is different from the usual “offline” scenario where a trusted recommendation service
will receive all unanonymized queries and the focus is to anonymize the collected
query log. We propose the notion of online anonymity to formalize this online re-
quirement. The challenge for providing online anonymity is dealing with unknown
and dynamic location-based service users who can get online and offline at any time.
We define this problem, discuss its implications and differences from the problems in
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the literature, and propose a solution. Our experimental study shows that it is feasible
to achieve personalized recommendation while preserve user privacy.

Keywords Location-based Services · Privacy · Personalization · Online Anonymity

1 Introduction

The annual personalization surveys conducted by Choicestream1 have consistently
shown that consumers were interested in personalized recommendation service and
contents. On one hand, personalized recommendation service offers user tailored ser-
vices according to their personal preference, and hence, is far effective to meet users’
need; on the other hand, personalized recommendation service entails gathering con-
siderable amounts of personal information from its users, and hence, raises much of
privacy concern [14].

Often, data collected by recommendation services, such as query logs, are excel-
lent candidates for various data mining applications. However, the use of such data
raises privacy concerns if the data is not made anonymous enough. An example is
the release of AOL query logs (New York Times, Aug 9, 2006), where the searcher
No. 4417749 was traced back to Ms Thelma Arnold. For another example, Google
were ordered by a federal judge to turn over YouTube user log to Viacom in a law-
suit (New York Times, July 4, 2008). If the user log is not made anonymous enough,
video viewing habits of tens of millions of YouTube users may be under the risk of
exposure.

In recent years, the prevalence of smart phones has brought about unprecedented
use of location-based services such as location-based social networks (LBSN) like
Foursquare and Google Latitude. Various personalized recommendations are pro-
vided by location-based service such as coupon recommendation and targeted ad-
vertisements. Privacy issues become centered in these recommendation services. To
better understand how a user may be identified in a personalized recommendation ser-
vice, let us consider a toy but concrete example. Suppose that a user Albert has just
arrived at a shopping mall. Wishing to get better personalized results, he may switch
on the location service of his mobile phone and submit (or the LBSN that Albert has
logged in may generate) a query q to a third-party coupon recommendation service,
which provides specialized search results on coupon information. That means each
query leaves a trace ⟨d, q, t⟩ on the query log of the recommendation service, where d
is the user’s personal location information (e.g., positions, movements, trajectories,
Zipcode, etc.) and t refers to the query time. We assume that the query log does not
contain explicit identity information of the query issuers. As a secondary use, the
query log is published to an advertising company for data mining research, or to the
public as in the AOL case. In the following discussion, the attacker refers to a party
that has access to the query log and seeks to re-identify the (sensitive) queries of Al-
bert, called the target. Usually, the attacker has some sort of relationship with Albert,
e.g., colleagues, neighbors, friends, enemies, etc. In combination with Tweets, check-

1 http://www.choicestream.com/news/
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ins or other information, the attacker might be possible to build up a more complex
picture about the target. Consider the following two ways of re-identification.

– Re-identification through personal information Suppose that the attacker knows
that Albert has used the recommendation service. As one of thousands of loca-
tion sharing service subscribers, Albert likes to share his current location with his
family, friends, or even publish it online. Then the attacker could narrow down
the queries issued by Albert by matching this knowledge against the personal
information d in the query log. As reported by Pan et al. [23], when being com-
bined with profile information, such as the user’s office number, location traces
can yield the identity of the user easily.

– Re-identification through approximate query time If the attacker also acquires
an approximate query time such as “Albert used FourSquare two days ago”, say
from Albert’s public “Check-in” history, the attacker can further narrow down the
candidate queries by excluding the entries in the query log that are not within this
time interval.

Another good example is Google’s Ad Preferences. To show users Ads more
related to their interests, Google stores an advertising cookie locally in user browser,
which contains a list of interests and demographic information based on the websites
the user visited. The cookie containing advertisement preferences information is sent
out whenever the user visits other Google partners, which then provide “relevant”
advertisements (according to Google AdWords).

The scenarios above involve collecting users’ personal interests and demographic
data locally, and passing them to a third party service for targeted advertising. To
achieve better service quality, more personal information may need to be collected
and sent. However, this may also bring privacy concerns as the combination of these
personal information may reveal users’ offline identity. We assume that a personal-
ized query ⟨d, q⟩ has two parts d and q. The query part q contains query terms (i.e.,
free text) on which the user wants to get results. These are sensitive information and
the user does not want to be identified as the sender of the query. The personal in-
formation d can contains personal location information of the user (e.g., positions,
movements, trajectories, Zipcode, etc.), demographic data of the user (e.g., age, gen-
der, race, etc.) and/or other preference information of the user, and is used to tailor
the search results to the user’s taste. Note that this scenario is distinguished from the
personalization based on information on the recommendation service side such as
query histories, which is beyond users’ control. Right now to address the seemingly
contradictory concern between service providers and users, the industry practice is to
provide an “opt-out” button so that users can choose to share personal information
in exchange for better service or not. The research question is hence whether we can
find a better solution that enables advertising/ recommendation while still protects
users from being identified?

The flow of a re-identification attack described above is illustrated in Fig. 1. A
LBSN user u submits a personalized query ⟨d = “Redmond”, q = “wonder herb”⟩
at time t = “8 : 06pm” to a recommendation service. Over time, the recommendation
service collects a query log containing all entries ⟨di, qi, ti⟩. At a later time, the query
log is used or published for data mining research. One recipient of the query log
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Fig. 1 Attacks in personalized recommendation services

(possibly the recommendation service itself), the attacker, has the prior knowledge
⟨d = “Redmond”, T = [8 : 00pm, 9 : 00pm]⟩ about some target user, i.e., the
attacker knows that the target user with the personal information d has issued some
queries at an approximated time range T . The attacker’s goal is to identify the target
user’s queries from the query log. The anonymity of the target user is compromised
if only a small number of entries ⟨di, qi, ti⟩ in the log match the prior knowledge
⟨d, T ⟩.

Starting from end users’ point of view, a key assumption in this work is that the
recommendation service is untrusted due to the collection of potentially identifying
personal information d. Specifically, we adapt the semi-honest model [10] for the
recommendation service: the recommendation service will follow the specified com-
putation, but may seek to use the collected query log to identify the query of a target
user. This assumption ensures a stronger privacy guarantee on the query log so that
it can be used by the recommendation service or published to third parties without
causing end users’ privacy concerns.

Our approach Under the assumption of the untrusted recommendation service,
there is a privacy threat because the recommendation service owns both the personal
information d and the query q. A detailed d may link a unique user or a small number
of users to q. To break the link between the two, we introduce an untrusted third party
called the user pool, which also follows the semi-honest model. Instead of sending
⟨d, q⟩ to the recommendation service directly, the user u first anonymizes d through
the user pool and then sends ⟨d′, q⟩ to the recommendation service, where d′ is some
generalization of d. The goal is to ensure that the generalized personal information
d′ cannot be linked to the user. We assume that all communications between a user
and the recommendation service/user pool are anonymous [2]. As a result, the user
pool possesses the raw personal information d, but has no knowledge about the query
q that u may send. The recommendation service possess the query q and the gen-
eralized personal information d′, but cannot identify u from d′ because d′ has been
generalized. Our contribution is summarized below.

Contribution I We introduce the notion of online anonymity to ensure that each
query entry ⟨d′, q, t⟩ in the query log cannot be linked to its sender. Specifically,
⟨d′, q, t⟩ has (k,w)-online anonymity if at least k distinct users have issued a query
using the generalized personal information d′ and within the w proximity of the query
time t. Therefore, if the attacker’s knowledge T about query time is not more accurate
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than w, all of these users are possible candidates for the sender of ⟨d′, q, t⟩. We will
show that online anonymity provides defense against the recommendation service.

Contribution II We propose an algorithm that achieves online anonymity through
the user pool. A significant challenge comes from the assumption of untrusted recom-
mendation service and user pool, and dealing with the dynamic sets of online users.
Specifically, to provide online anonymity, the user pool must track the online users
who issued queries during a certain time interval and anonymize their personal infor-
mation d in an online fashion. This tracking also entails some interaction between the
user pool and location-based service users. We propose a protocol for this interaction
to guarantee that the additional information collected by the user pool cannot be used
to compromise user anonymity.

Contribution III Although we focus on anonymizing the personal information
d that is separately provided for the personalization purpose, in the same spirit, our
approach can be extended to deal with personally identifying information that may be
contained in the query q. In this sense, our work is also applicable to general web ser-
vices where there is a need to anonymize the query, with or without personalization.
We will discuss this extension in Section 3.

Contribution IV We conduct a simulation study using real datasets. The results
show that it is feasible to achieve personalization while preserve user privacy.

The paper is structured as follows. Section 2 reviews related works. Section 3 in-
troduces our framework. Sections 4 and 5 consider how to achieve online anonymity
under our framework. Section 6 presents our simulation results. Section 7 concludes
the paper.

2 Related Work

In privacy preserving data publishing [8,22,26], a trusted party, called publisher,
collects all data (i.e., query logs) first and anonymizes the data for publishing. This
scenario is not applicable to our problem setting where personal information is held
by individual location-based service users and there is no trusted data publisher. To
put our scenario into the context of data publishing, the query entries in the query
log are data records, but they must be generalized before they are submitted to the
recommendation service. This distributed setting of data is similar to that of Zhong et
al.’s study [32]. However, Zhong et al. consider a pre-defined set of users and cannot
deal with the location-based service scenario where there is no pre-defined set of
users because users get online and offline arbitrarily.

In anonymous communication, systems such as Mix-Net [2], Crowds [24], and
Tor [7] aim to provide a communication channel for users to interact with the recom-
mendation service anonymously. Similarly, privacy-preserving data collection [31]
addresses respondents’ anonymity in a data collection process. All these studies do
not address the re-identification of data subjects from the content of data transmitted.
In contrast, our work assumes communication anonymity as the infrastructure and
focuses on re-identification attacks arising from examining the content of data.
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Another body of work makes use of an alias, including anonymous user ac-
counts [9], digital pseudonyms [15], and anonymous web browsing2. In the scenario
of personalized recommendation service, personal information is required for per-
sonalization and it is such information that links the queries to their senders. This
threat exists independently of communication channels, pseudonyms, and user ac-
counts used.

Our approach shares some similarity with studies on privacy preserved location-
based service (LBS) [21,23,25]. For example, Chow et al. [5] propose to achieve
privacy preserved LBS by sending queries where users’ real locations are replaced
by some fake locations. The main problem of this idea is that fake locations may
lead to untrusted query results, which will affect the quality of the recommendation
service significantly. Another popular technique [4,12] to enforce location privacy
is to blur the users’ exact location to a generalized area before it is sent to the LBS
provider. This way the location data sensitivity may be reduced. Although these stud-
ies and ours share similar motivations, they are very different in terms of the goal and
the problem settings. In the existing studies, privacy threat comes from the disclo-
sure of detailed user location to a LBS provider. To anonymize location information,
existing studies assume a trusted location anonymizer that acts as an intermediate
tier between the users and the LBS, and all users are required to continuously report
their locations to the anonymizer [23]. We do not require the continuous location
reporting and allow users to get online/offline arbitrarily. Moreover, we do not re-
quire the trusted location anonymizer, which provides more flexibility. Meanwhile,
existing studies focus on designing the spatial and temporal cloaking algorithms for
preserving location privacy, and at the same time still keep the query efficiency and
accuracy [20]. Our aim is not any particular anonymization algorithm, but achieving a
new flexible framework for solving the online/dynamic privacy problem in untrusted
recommendation services.

This article is an extension of our earlier short paper [30]. In the previous short
paper, we introduced the notion of online anonymity to ensure that each query entry
⟨d′, q, t⟩ in the query log cannot be linked to its sender. In this article, we extend
the previous paper by adding definitions, algorithms and experiments. We propose
a framework to achieve online anonymity. Firstly, we introduce the notion of OA-
groups to describe the set of online users who will leave query entries in the query
log that are similar both in generalized personal information and query time. Sec-
ondly, we propose an algorithm that achieves online anonymity through the user pool.
Here, the challenges are that the recommendation service and the user pool are both
untrusted, while the location-based service users get online and offline dynamically.
To overcome the challenges, we use the user pool to anonymize location-based ser-
vice users’ personal information d in an online fashion. Since the user pool will track
the online users to provide anonymization, we further propose a protocol for this
tracking to guarantee that the additional information collected by the user pool can-
not be used to compromise user anonymity. We also perform a simulation study using
real datasets. The results show that our framework can achieve personalization while
preserving user privacy.

2 http://www.anonymizer.com
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Fig. 2 The framework

3 The Framework

This section describes our personalization framework, the assumptions and privacy
notion used in this paper.

3.1 Infrastructures

We consider a timeline labeled by a sequence of time units denoted by 1, 2, 3, .... A
time unit could be a second, a minute, an hour, or a fraction of such units. A time
interval or window is a sequence of consecutive time units. The window size refers
to the number of time units in the window. Fig. 2 depicts the basic components and
flow of information in our framework.

Recommendation service and location-based service users We consider a rec-
ommendation service and a collection of location-based service users (e.g., location-
based social network users). For simplicity we refer the user as LBSN users. A user
initiates a query q to the recommendation service, attached with his personal informa-
tion d. Unlike database queries, a recommendation query q consists of several query
terms, which are unstructured, unedited, and lack of pre-defined semantics. On re-
ceiving ⟨d, q⟩, the recommendation service returns personalized services (or results)
to the user. Over time, the recommendation service collects and maintains a query
log that contains all entries ⟨d, q, t⟩ ordered by the query time t.

Starting from end users’ point of view, a key assumption in this work is that the
recommendation service is untrusted due to the collection of potentially identifying
personal information d. Specifically, we adapt a widely used model, the semi-honest
model [10,17,18], for the recommendation service: the recommendation service will
follow the specified computation, but may also seek to use the collected query log
to identify the query of a target user. This assumption ensures a stronger privacy
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guarantee on the query log so that it can be used by the recommendation service or
published to third parties without causing end users’ privacy concerns.

We also assume that there is an anonymous communication channel [2] be-
tween each user and the recommendation service (e.g., the location-based service
anonymizes the user identity). This means that queries and results will be transmitted
between users and the recommendation service as expected, but the recommendation
service has no way to know the user behind a query and has no trace of different
queries from the same user by observing where a query comes from. More details
on anonymous communication channel implementations [2,7,24] can be found in a
survey [6] by Danezis and Diaz.

User pool The function of user pool is to pull all LBSN users together and de-
termine for each LBSN user the disclosure of personal information d in order to
access personalized recommendation services anonymously. We assume the semi-
honest model for the user pool and an anonymous communication channel between
each LBSN user and the user pool. By choosing the semi-honest model for the user
pool, we cover the case that the user pool may also seek to identify the sender of a
query or even collude with the recommendation service to do so. See more discus-
sions on attackers below.

In implementation, the user pool can be hosted by either some third party as
a public service, or by recommendation services to offer their users anonymity so
as to gain a competitive advantage over competitors. We envisage that the adoption
process of the user pool might be similar to that of OpenID3, a shared identity service
that allows Internet users to log on different recommendation services using a single
digital identity. It initially arose from open source community as an open and free
service, but later gained its popularity among large sites with large organizations
such as Google and Facebook as providers.

Fig. 2 illustrates the data flow among the user, user pool and the recommendation
service.

1. Prior to sending a query q to the recommendation service, a LBSN user must first
register at the user pool his personal information d.

2. The user pool determines the guarding group for u. There are two cases. If there
exists some user group that can give the appropriate level of anonymization, then
u gets registered to the group and the user pool returns a unique UID and d′,
where d′ denotes the generalized personal information based on the group. If no
such user group can be found, u will not be registered to any group. The user
pool returns a unique UID and d∗, where d∗ denotes a predefined most general-
ized personal information. Here, the user groups for anonymization are called the
guarding groups and will be detail in Section 4. The generalized personal infor-
mation d′ (or d∗) contains less, but semantically consistent information based on
d, e.g., if d = “Metrotown”, the d′ (or d∗) may contain “Burnaby”.

3. Suppose u gets the generalized personal information d′. Subsequently the LBSN
user submits the generalized personalized query ⟨d′, q⟩ to the recommendation
service.

3 http://www.openid.net
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4. Upon receiving ⟨d′, q⟩, the recommendation service returns a query result to the
user. It also adds an entry ⟨d′, q, t⟩ to the query log.
To minimize the “information loss” on d (i.e., the difference between d and the

returned version d′, which will be detailed in Section 5.3), the guarding groups will be
adjusted dynamically to provide online anonymity over time, since the LBSN user get
online and offline arbitrarily. The dynamically adjustment is also illustrated in Fig. 2:
(i) If there are too many users registering to a group and the group size reaches a
pre-defined threshold, we split it into smaller groups to achieve better personalization
level. (ii) If the users registered to a group get offline and the group size becomes too
small, we force the remaining users to expire and remove the group. More details of
the dynamically adjustment will be discussed in Section 5.

Attacker An attacker is a party that seeks to identify a query sent by a target user
u from the query log. To do so, the attacker has the following information:

– Query log. We assume that the recommendation service has published the query
log (for research purpose) and the attacker is one of the recipients.

– Personal information d of u. The attacker has obtained the personal information
d of u as public knowledge.

– Approximate time interval Tq during which u has sent a query q. The attacker
knows that u sent a query q within a time interval Tq (but does not know the
content of q). Often, Tq is an interval containing the actual query time because
the attacker knows an approximate query time, but not the exact query time. The
size of the interval Tq indicates the “power” of the attacker.

Tuple ⟨d, Tq⟩ is called prior knowledge of the attacker about u. Note that our
semi-honest model for the recommendation service and user pool covers the case
that these parities may be the attacker if they obtain the above information. For ex-
ample, the user pool could be one of the recipients of the published query log. In
fact, the recommendation service and the user pool may even collude to identify a
user’s query. Note that, besides the prior knowledge ⟨d, Tq⟩, the user pool also has
additional information collected from the interaction with LBSN users. We will have
more discussion in Section 5.2.

The temporal accuracy of the attacker’s knowledge Tq about query time can be
modeled as follows.

Definition 1 (w-oblivious) Consider the attacker with prior knowledge ⟨d, Tq⟩ on a
query q, we say that the attacker is w-oblivious if [t−w, t+w] ⊆ Tq , where t is the
actual query time of a query q.

In other words, a w-oblivious attacker has at least ±w error around the actual
query time. The smaller w is, the more precise the attacker’s knowledge Tq is about
the query time, therefore, the more powerful the attacker is. Our goal is to provide
users anonymity against the w-oblivious attacker for a given w.

3.2 Online Anonymity

Given the query log and the prior knowledge ⟨d, Tq⟩ on a target user u, the attacker
tries to narrow down the candidate entries ⟨d′, q, t⟩ (in the query log) originating from
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u. Such entries must match ⟨d, Tq⟩, i.e., d ∈ d′ and t ∈ Tq, which means d′ is a gen-
eralization of d and Tq contains the query time t. In general, not all matched entries
originated from u because other users have similar generalized personal information
d′ and have issued a query within Tq. The more matched queries were sent by differ-
ent users, the less certain the attacker is about whether a matched query was actually
sent by u.

Definition 2 (k-identification) We say that the target user is k-identified if the queries
matching ⟨d, Tq⟩ in the query log were sent by less than k distinct users.

To prevent k-identification, we require that, for each query ⟨d′, q, t⟩ in the query
log, there are at least k “similar” queries sent by distinct users: these queries share the
same generalized personal information d′ and were sent within time proximity from
t that is not distinguishable by the attacker. This motivates the following privacy
notion.

Definition 3 ((k,w)-online-anonymity) A query ⟨d′, q, t⟩ in the query log is said to
have (k,w)-online-anonymity if there are at least k queries ⟨d′i, qi, ti⟩ in the query
log such that each ⟨d′i, qi, ti⟩ was sent by a distinct user, d′i = d′, and |t − ti| ≤ w.
The query log is said to have (k,w)-online-anonymity if all queries in the log have
(k,w)-online-anonymity.

Theorem 1 If a query log has (k,w)-online-anonymity, for any query in the log, the
sender of the query is not k-identified by any w-oblivious attacker.

Proof Consider a query ⟨d′, q, t⟩ in the query log with (k,w)-online-anonymity. Sup-
pose that the attacker has the prior knowledge ⟨d, Tq⟩ about u and q. Since the attacker
is w-oblivious (Definition 1), we have [t−w, t+w] ⊆ Tq. (k,w)-online-anonymity
of ⟨d′, q, t⟩ implies that at least k queries were sent within the interval [t−w, t+w] by
distinct users and those users share d′ (Definition 3). All these queries match ⟨d, Tq⟩
because [t− w, t+ w] ⊆ Tq. Since these queries were sent by k distinct users, from
Definition 2, the sender of ⟨d′, q, t⟩ is not k-identified.

3.3 Discussion

3.3.1 Queries Containing Personal Information

So far, we consider only attacks based on the personal information d provided for
personalization. Sometimes, the query q itself may contain personally identifying
information. We can extend the notion of online anonymity to cover personally iden-
tifying information contained in the query q.

Suppose that the query q can be divided into two parts. The private sub-query qs

refers to the set of private terms in q that the user wants to submit as it is and does not
want to be identified as the sender. Such terms typically refer to financial information,
health information, religion and political beliefs. The public sub-query qp refers to the
set of public terms in q that may potentially identify the user and the user is willing
to modify. For example, for a query q = {stripper club,Redmond WA}, qs could
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be “stripper club” and qp could be “Redmond WA”. We assume that public/private
terms can be specified by the user.

With the above partition ⟨qp, qs⟩ of q, we can treat the public sub-query qp as
an extension of the personal information d and generalize both d and qp using our
method. To do so, we need to extend online anonymity as follows.

Definition 4 (Extended (k,w)-online-anonymity) A query ⟨d′, qp′, qs, t⟩ in the query
log is said to have (k,w)-online-anonymity if there are at least k queries ⟨d′i, q

p
i
′
, qsi , ti⟩

in the query log such that each ⟨d′i, q
p
i
′
, qsi , ti⟩ was sent by a distinct user, d′i = d′,

qpi
′
= qp′ and |t− ti| ≤ w. The query log is said to have (k,w)-online-anonymity if

all queries in the log have (k,w)-online-anonymity.

Unlike d, qp may be unstructured (i.e., free text). Though much is known for
anonymizing structured data in the literature [13,16,19,26], anonymization of un-
structured data was not examined until recently [27,29]. However, the issue of how
to anonymize d and qp is orthogonal to our approach in that it is entirely local to the
user pool and any generalization algorithm can be plugged into our approach. Our fo-
cus is on the challenge of providing online anonymity in the open and dynamic web
setting without assuming a trusted recommendation service. Another implication of
Definition 4 is that our approach is applicable to general recommendation services,
with or without personalization. In the absence of personalization, d and d′ are empty,
and anonymization focuses on the personally identifying information in the query q.

3.3.2 Departure from Well-defined Semantics

Several types of attacks have been previously considered in the context of privacy
preserving data publishing for relational data. One such attack is homogeneity at-
tack [19] where most records in the same group share the same sensitive attribute. In
this case, the attacker can infer the value with a high probability despite of the group
size. In our setting, the query q corresponds to the sensitive attribute in a relational
table. The study on the AOL query log [1] shows that 97% of all queries are issued 3
times or fewer. This is more so if only queries within a certain time interval are con-
sidered. Thus, the homegeneity observed on dense relational data is less frequently
observed on web queries that are in the long tail and extremely sparse. Nevertheless,
given the power law distribution of web queries, in some cases it is still possible that
users in a group may issue the same query that falls into the 3% of the highly frequent
queries. This privacy risk indeed exists but may be less severe for users when they
are found to share a common interest with millions of other users. Overall, homo-
geneity attacks pose a great challenge in the open and dynamic context where queries
are submitted separately and are unable to be anonymized in a centralized manner.
Meanwhile, traditional methods can only deal with the static/centralized setting [19].
Solving the problem in an open and dynamic setting is beyond the scope of this study.
As such, we will leave it as future work.

In background attack [19], knowing that an individual is a male, the attacker could
exclude all records with Disease =“Breast cancer”. This works on relational data
because Disease is the property of the record subject. However, the same reasoning
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does not hold for a recommendation query containing “Breast cancer” because a
man can issue such queries simply out of interest in this topic. The difference in our
scenario is that recommendation queries are unstructured and open to a wide range
of semantics.

Another attack in the literature is intersection attack in the context of incremen-
tal data publishing [3]. Suppose that two anonymized publications both contain the
record of some individual. The attacker can narrow down the candidate records for
the individual based on the assumption that the sensitive attribute of an individual
never changes, which is not valid in our LBSN setting.

For the simplicity of explanation, we consider the online anonymity as given in
Definition 3 in the rest of the paper.

4 Achieving Online Anonymity

To achieve online anonymity of the query log, we will generalize the raw personal
information d (e.g., d = “Metrotown”) to a higher level representation (such as
d′ = “Burnaby”) that is less precise but semantically consistent with the original
information. If a categorical attribute is involved, we may generalize it using a tax-
onomy of values. This generalization process will cause information loss and affect
recommendation quality. Note that when there is a minimum requirement on user
privacy, there may be a bound on the quality of recommendation service. To work to-
wards this bound, we only generalize the raw personal information to the extent that
meets the minimum user privacy requirement, so that we retain user personal data
as precise as possible to achieve quality recommendation service. In this section we
focus on how to achieve online anonymity using the “online anonymity groups”. We
will detail our generalization algorithm in Section 5.

4.1 Online Anonymity Groups

The idea of anonymization is to group LBSN users by generalized personal informa-
tion and query time so that their query entries in the query log provide (k,w)-online-
anonymity for each other. We formalize this notion of user groups. Let W be a time
window and d′ be some generalized personal information.

Definition 5 (OA-groups) A LBSN user is online w.r.t. W and d′ if he has sent at
least one query to the recommendation service during W using d′. An OA-group
(Online Anonymity Group) w.r.t. W and d′, denoted by G(W ) : ⟨d′⟩, consists of at
least k online users w.r.t. W and d′. |G(W ) : ⟨d′⟩| is the number of online users in
G(W ) : ⟨d′⟩.

Intuitively, an OA-group is a set of online users who will leave query entries in the
query log that are similar both in generalized personal information and query time.

Theorem 2 Consider a user u in G(W ) : ⟨d′⟩. Any query sent by u during W using
d′ has (k,w)-online-anonymity, where w is the size of W .
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Proof Let ⟨d′, q, t⟩ be a query sent by the user u during W . From Definition 5, an
OA-group G(W ) : ⟨d′⟩ contains at least k users, and every user ui in the group
has sent some query qi using d′ at some time ti ∈ W , therefore, has left an entry
⟨d′, qi, ti⟩ in the log. Since t ∈ W and ti ∈ W for all ⟨d′, qi, ti⟩, |t− ti| ≤ w. From
Definition 3, ⟨d′, q, t⟩ has (k,w)-online-anonymity.

Combining Theorems 1 and 2 together, by setting the size of W to w, OA-groups
ensure that no sender of a query will be k-identified by a w-oblivious attacker. Here,
w serves both the window size for W and the measure of the attacker’s temporal
accuracy.

The notion of OA-groups provides (k,w)-online-anonymity for one window W .
At the next window, a new user may become online and an online user may become
offline (if he does not issue a query). This will affect online anonymity and the gener-
alization level. Our goal is to provide (k,w)-online-anonymity throughout the entire
timeline and to provide the best personalization level. To achieve this goal, we must
reflect the users who are “currently” online and update OA-groups as the window
slides forward. In Section 5, we will consider this update.

4.2 User Registration

Let us consider how a new user joins our system. For each user, we assume that a user
agent running on the user’s site will handle the details of interaction with the user
pool such as registration, sending and receiving messages. Subsequently we simply
say that the user sends or receives a message without mentioning the user agent. The
user agent also ensures that each user registers to the user pool only once in each
window. This is important since each registration is considered for a distinct user by
the user pool.

Consider any moment in the current window Wi. Suppose that a new user u at-
tempts to gain online anonymity for subsequent queries. Before interacting with the
recommendation service, the new user u should first register with the user pool, by
sending a request with his personal information d to the user pool. The user pool then
determines the guarding group for u. There are two cases.

Registered users (OA-groups) If there exists some matching OA-group G(Wi) :
⟨d′⟩ where d ∈ d′, the one that minimizes the ”information loss” on d is chosen as the
guarding group for u (See Section 5.3). In this case, u gets registered and is returned
a unique pseudo UID and the generalized personal information d′. UID is used by the
user pool for keeping track of the users. In the rest of the window Wi, u can use d′

to sent a query to the recommendation service. Since a registered user is guarded by
an OA-group, from Theorem 2, all queries sent by a registered user within Wi have
(k,w)-online-anonymity.

Unregistered users (U-group) If no OA-group matched, u gets unregistered and
is guarded by the special U-group denoted by G(Wi) : ⟨d∗⟩, where d∗ denotes the
most generalized personal information. u is still returned a unique UID. The “un-
registered” status indicates that within Wi the user pool is not able to provide the
required online anonymity. This case occurs if there are less than k online users dur-
ing Wi with similar personal information as the new user. An unregistered user can
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either interact with the recommendation service using d∗ or wait to register at the next
time window. The purpose of creating the U-group is to pull together all unregistered
users so that they may be upgraded into OA-groups in Wi+1 if at least k users in this
group become online.

For each OA-group, the user pool maintains the following information:

– G(Wi) : ⟨d′⟩ denotes the set of registered users who were online users in the
group, in the form of pairs ⟨d,UID⟩, where d is the original personal information
and UID is the pseudo identifier assigned to the user.

– G+(Wi) : ⟨d′⟩ denotes the set of all registered users associated with the group,
also in the form of pairs ⟨d,UID⟩.
Note that G(Wi) : ⟨d′⟩ ⊆ G+(Wi) : ⟨d′⟩. G+(Wi) : ⟨d′⟩ − G(Wi) : ⟨d′⟩

contains all registered users who have not issued a query during Wi. G(Wi) : ⟨d∗⟩
and G+(Wi) : ⟨d∗⟩ denote corresponding users for the U-group.

5 Sliding the Window

At the end of the current window, online anonymity and UID for all users expire
because the online status is on the per window basis. To provide online anonymity
over time, OA-groups and U-group needs to be updated from the current window to
the next for two reasons: as new users get online, an OA-group may grow big enough
to be split into smaller groups for better personalization, and the U-group may have
enough online users to form OA-groups; as online users get offline, an OA-group
may become too small and actions must be taken to protect remaining users in the
OA-group. Our discussion focuses on OA-groups; there is a similar discussion for the
U-group.

5.1 Window Setting

Assume that OA-groups have been formed in the current window Wi. We want to
form OA-groups in the next window Wi+1. In the most obvious window setting,
Wi+1 starts exactly after Wi ends. So Wi ∩Wi+1 = ∅. This means that, at the start
of Wi+1, no user is considered online in Wi+1 because no users have sent any query
at the start of Wi+1. Now, if a new user wants to register in Wi+1, he will find no
OA-group for Wi+1, therefore, will go to the U-group. This is undesirable because
no new user will get personalization.

We solve this problem by considering only window setting with some non-empty
overlap Wi∩Wi+1. Now, if we create the OA-groups for Wi+1 at the end of Wi, such
groups can jumpstart using the users that were online during the overlap Wi ∩Wi+1

because such users are considered online in both Wi and Wi+1. This idea is illustrated
in Fig. 3 where the window size w is 2. The two consecutive windows W1 and W2

overlap by 50%. There are 28 users who sent a query during W1 (time units 1-3) and
15 of them sent a query in the overlap (time units 2-3). Therefore, at the end of W1

(time unit 3), the 15 users in W1 ∩W2 are considered online in W2 and can be used
to form the OA-groups for W2.
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Fig. 3 Sliding the time window with w = 2, p = 50%

Another question is how much the overlap Wi ∩ Wi+1 should be. Let p =
|Wi ∩Wi+1|

w
, called the window overlap ratio. With the group update taking place

at the end of each window, there is one group update for every (1 − p)w time units.
The choice of p is determined by the following tradeoff among efficiency, anonymity,
and personalization: a larger p inherits more online users from the previous window
and initializes larger groups in the next window, which means more anonymity and
more personalization; on the other hand, a larger p means a more frequent update
of groups, thus, more communications between users and the user pool, and more
computation at the user pool.

5.2 Updating Online Users for Wi+1

At the end of Wi, two things happen. First, online anonymity and UID for all reg-
istered users automatically expire; if a user wishes to have online anonymity in the
next window Wi+1, the user must get “extension” from the user pool, which con-
firms that the user is guarded by some OA-group in Wi+1. Second, the user pool will
form the OA-groups G(Wi+1) : ⟨d′⟩ for the next window Wi+1, by inheriting the
users who were online during the overlap Wi∩Wi+1. For this purpose, all users who
were online during Wi ∩ Wi+1 should update the user pool at the end of Wi with
this online status. Note that such users are not necessarily contained in G(Wi) : ⟨d′⟩
because they may become online only after G(Wi) : ⟨d′⟩ was formed. Such users are
contained in G+(Wi) : ⟨d′⟩.

The challenge is how to update this online status without leaking new information
that may compromise user anonymity. First, let us consider a straightforward but
unsafe update.

In a straightforward update, each user u with UID sends the update message
⟨UID⟩ to the user pool, indicating that he was online during Wi ∩ Wi+1. With the
UID, the user pool can know some user with personal information d has issued a
query during Wi ∩ Wi+1. Now if fewer than k users in G+(Wi) : ⟨d′⟩ were online
during Wi ∩ Wi+1, the query log will contain fewer than k queries that match the
prior knowledge ⟨d,Wi ∩Wi+1⟩; therefore, u is k-identified by the user pool.

The problem with the above solution is that, before confirming that there are at
least k users online during Wi ∩ Wi+1, a user u has announced that he is one of
the online users during Wi ∩ Wi+. To prevent this case, we propose a two-phase
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messaging protocol for a user to update his online status. In the first phase, every user
in G+(Wi) : ⟨d′⟩ who was online during Wi ∩Wi+1 sends the message ⟨d′⟩ (instead
of ⟨UID⟩) to the user pool by the end of Wi. (The user agent will ensure that only such
users send this message and each sends the message only once.) The purpose of this
phase is to count the number of users online during Wi ∩Wi+1 without identifying
their UID. Since there are at least k online users in G+(Wi) : ⟨d′⟩ for an OA-group,
all having the same d′, the user pool cannot narrow down the sender of a message to
fewer than k candidates. Let N(i, d′) denote the number of messages ⟨d′⟩ received
for the group G+(Wi) : ⟨d′⟩.

In the second phase, for every group G+(Wi) : ⟨d′⟩ with N(i, d′) ≥ k, all mes-
sage senders in the first phase send the second message ⟨UID⟩ to the user pool to
identify their UID. Let G(Wi+1) : ⟨d′⟩ be the set of all users who send the second
messages. Note that |G(Wi+1) : ⟨d′⟩| = N(i, d′) ≥ k. Therefore, G(Wi+1) : ⟨d′⟩
is an OA-group and members G(Wi+1) : ⟨d′⟩ are protected from being k-identified.
For all groups G+(Wi) : ⟨d′⟩ with N(i, d′) < k,G(Wi+1) : ⟨d′⟩ is formed because
there are no enough online users.

We summarize the above protocol as follows.
Counting Phase

– If a user in G+(Wi) : ⟨d′⟩ has sent at least a query during Wi ∩Wi+1, the user
sends the message M1 = ⟨d′⟩ to the user pool by the end of Wi.

– After collecting all messages M1, if N(i, d′) ≥ k, the user pool informs all
senders of the M1 messages to identify their UID, by broadcasting a request to
all members in G+(Wi) : ⟨d′⟩.

Identification Phase

– On receiving the request from the user pool, all and only senders of M1 send the
second message M2 = ⟨UID⟩ to the user pool. This can be ensured by the user
agent.

– After collecting all messages M2, G(Wi+1) : ⟨d′⟩ and G+(Wi+1) : ⟨d′⟩ are
formed by the set of UIDs contained in M2. In addition, the user pool splits the
group G(Wi+1) : ⟨d′⟩ into smaller groups (if necessary), by calling the algorithm
SPLIT(G(Wi+1) : ⟨d′⟩). This algorithm is run locally by the user pool. We will
discuss this algorithm in Section 5.3.

– For each new G(Wi+1) : ⟨d′⟩, the user pool notifies all users in G(Wi+1) : ⟨d′⟩ of
the extension of UID and d′ to the next window Wi+1. For all users not receiving
an extension notification, their UID expires at the end of Wi.

For each window update, each registered and unregistered user sends at most two
messages M1 and M2, and receives at most two messages. The size of each message
is negligible.

Expired Users The expiration of UID means that the user is eliminated from the
user pool. Subsequently, if the user wants online anonymity, he must register with the
user pool as a new user (Section 4.2).

There are two types of expired users. A natural-expired user refers to an expired
user who was not online during Wi∩Wi+1. A forced-expired user refers to an expired
user who was online during Wi∩Wi+1. A forced-expired user may have the tendency
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Fig. 4 A snapshot of online users in the user pool

to register in the next window Wi+1. Such users belong to some G(Wi+1) : ⟨d′⟩
that is never formed because |G(Wi+1) : ⟨d′⟩| < k. A question is: would such
users be under the risk of being k-identified by the user pool if the user pool can
identify them by observing who are registering in Wi+1. The answer is no. Since
|G(Wi+1) : ⟨d′⟩| < k, the user pool received only the first message M1 = ⟨d′⟩,
where d′ is shared by all the members in G+(Wi) : ⟨d′⟩. Since |G+(Wi) : ⟨d′⟩| ≥ k,
even if the user pool can observe some user registering at Wi+1, this user could be
any member from G+(Wi) : ⟨d′⟩. Therefore, the user pool cannot narrow down to
fewer than k candidates.

5.3 Updating OA-Groups

At Step 2 of Identification Phase, SPLIT splits G(Wi+1) : ⟨d′⟩ into smaller groups
G(Wi+1) : ⟨d′1⟩ and G(Wi+1) : ⟨d′2⟩, where d′1 and d′2 are two specializations of
d′. Note that this operation is entirely local to the user pool and is orthogonal to the
rest of our approach; any existing algorithm can be employed. For completeness, we
describe one splitting algorithm.

Assume that every user has personal information d following the fixed template
⟨A1, ..., An⟩, where Ai is an attribute on personal information. Let dom(Ai) be the
domain for attribute Ai. For ease of discussion, we assume that all attributes have a
totally-ordered domain. The personal information d can be mapped to a point in the
n-dimensional space dom(A1)× ...×dom(An). Fig. 4 shows an example of 6 online
users with 2-dimensional representation.

Each OA-group G : ⟨d′⟩ is represented by an n-dimensional rectangle: for each
dimension Ai, there is an interval associated with the rectangle. Recall that each
registered user is guarded by its OA-group. Continue with the example in Fig. 4. The
user pool has two OA-groups with k = 2 : G1 : ⟨[25, 28], [32001 − 32002]⟩ where
|G1| = 4, and G2 : ⟨[25, 28], 32003⟩ where |G2| = 2.

Recall that for any user joining in the user pool with personal information d, the
user is guarded by the OA-group G : ⟨d′⟩ that results in the minimum information
loss from d to d′, denoted by IL(d′). There are several measures of information loss in
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Algorithm SPLIT(G) 

1. if (|G|<2k) return G; 

2. bestSplit = <null, null, >; //<dim, splitVal, infoLoss> 

3. for every dimension dim  

4.  splitVal find_median(G, dim); 

5.  infoLoss = compute_IL(G, splitVal); 

6.   if ( infoLoss <  bestSplit.infoLoss ) 

7.          bestSplit = <dim, splitVal, infoLoss>; 

8. endfor; 

9. G1  {<d, UID> G | d.dim  bestSplit.splitVal  }; 

10. G2  {<d, UID> G | d.dim > bestSplit.splitVal }; 

11. return SPLIT(G1) and SPLIT(G2) 

Fig. 5 The group splitting algorithm

the literature. The choice is orthogonal to our approach. For concreteness, we adopt
the information loss measure used by Xiao and Tao [28].

Information loss The information loss (IL) in generalizing personal information
d to d′ is defined by

IL(d′) =
S(d′)− 1

S(D)
, (1)

where S(x) returns the number of distinct points covered by the region x and d rep-
resents the whole space dom(A1) × ... × dom(An). In other words, IL(d′) is the
fraction of points covered by d′ in the whole space. The more general d′ is, the larger
IL(d′) is. The information loss for a group G : ⟨d′⟩ is defined by

IL(G) = |G| × IL(d′), (2)

where |G| is the number of online users in G. Consider Fig. 4. S(d1′ = ⟨[25, 28],[32001−
32002]⟩) = 4×2 = 8, S(D = ⟨[25, 28], [32001−32003]⟩) = 4×3 = 12. The infor-

mation loss for any user in G1 is IL(d′1) =
S(d′1)− 1

S(D)
=

7

12
. The information loss

for G1 is IL(G1) = |G1|×IL(d′1) = 4× 7

12
=

7

3
.

Splitting Algorithm We consider splitting a group G into two groups G1 and
G2. A splitting is valid only if |G1| ≥ k and |G2| ≥ k. Fig. 5 shows the splitting
algorithm adopted from [16]. The algorithm searches for the best dimension that pro-
duces the least information loss. For each dimension dim, instead of finding the best
split criterion, it considers the (more efficient) splitting at the median that evenly dis-
tributes the users in G between G1 and G2 (Line 4). If there exists a valid splitting,
the splitting at the median must be valid [16]. The information loss of the splitting
then is computed by IL(G1)+IL(G2) (Line 5) and compared with the best informa-
tion loss so far (Line 6). Finally, G is split by the dimension that produces the least
information loss (Line 9-10). The splitting process is recursively applied to G1 and
G2 until none of them has size ≥ 2k.

According to [16], the time complexity of SPLIT(G) is O(n log n), where n =
|G| is the number of online users in G. Note that SPLIT(G) is run locally by the user
pool.
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6 Experiment

Our goal is to maximize personalization within the boundary set by the privacy re-
quirement, i.e., online anonymity. To verify how much of this goal has been achieved,
we conducted a simulation of online web environments. To the best of our knowledge
no existing study has the same purpose or proposed a solution that is comparable.
Therefore, we did not implement any competitor. The simulation system was imple-
mented in C++ and run on a PC with 2.4GHz CPU and 512MB main memory.

6.1 Simulation Setup

The online environment was simulated as follows.
User Base We used the Adults database from UC Irvine Machine Learning Repos-

itory4 as our LBSN user population base. This data contains person-specific records
from the US Census, which makes it an excellent sample of real US demographics.
As it was used by Iyengar [13], we selected eight regular attributes, i.e., age, work
class, education, marital status, occupation, race, gender and native country, as the
personal information d, and removed the records with missing values. The resulting
database contains 30,162 records. As suggested by Iyengar [13], categorical attributes
are totally-ordered by the preorder traversal of their taxonomies so that the splitting
algorithm in Section 5.3 can be applied to both numeric and categorical attributes.

Online Users (τ, λ, µ, σ) We denote each time unit by τ . For each time unit,
we generated a number of new online users following the Poisson distribution with
the arrival rate λ. Each new user was randomly picked from the user base and is
associated with an online duration (in the number of τ ) for the length of staying
online. The online duration is randomly generated by the Normal distribution N(µ, σ)
with the mean µ and the variance σ.

Measuring Personalization Various metrics have been used to evaluate the rec-
ommendation quality of recommendation algorithms (see [11] for a survey). For ex-
ample, the Root of the Mean Square Error (RMSE) is a popular method for evalu-
ating a recommendation algorithm, which measures the difference between the pre-
dicted preferences and the true preferences over items. Variants of this metric include
the Mean Square Error (MSE), Mean Average Error (MAE), and Normalized Mean
Average Error (NMAE), etc. Another popular metric is the recall, which measures
how many true preferences are recommended by a recommendation algorithm. While
these metrics are intuitive, they rely on manually prepared ground truth data, which
is subjective and data dependent. To avoid this subjectiveness, and since we are not
measuring a particular recommendation algorithm, we use a new metric AvgIL. This
metric measures the information loss caused by generalizing personal information,
which is more objective. It can reflect the effect of our framework on the quality
of recommendation because once a recommendation algorithm is chosen, its recom-
mendation quality is mostly determined by how precisely the input data reflects the
true feature of a user (e.g., user age).

4 http://archive.ics.uci.edu/ml/
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Let IL(G) be defined by Equation 2 for a group G of online users. For any window
Wi, the average information loss for all online users is computed by AvgIL(Wi) =∑

IL(G)∑
|G|

, where
∑

is over all OA-groups G and the special U-group in the window

Wi. Suppose that we apply our approach to windows W1, ...,WN . The personaliza-
tion level is measured by averaging AvgIL(Wi) over all windows W1, ...,WN , i.e.,

AvgIL =

∑
i=1..N AvgIL(Wi)

N
. (3)

A smaller AvgIL means a higher personalization level.
Parameters Several parameters affect personalization and privacy. These param-

eters fall into two categories.

– User online parameters include the user arrival rate λ and the (average) online
duration µ. These two parameters, controlled by a user simulator, determine the
user online characteristics. The larger the values of these parameters, the more
online users in each window and the easier it is to achieve online anonymity and
personalization.

– User pool parameters include the anonymity threshold k, the window size W
(in the number of τ ) and the window overlap ratio p. A larger k provides more
anonymity. A smaller w deals with an attacker with more accurate knowledge on
query time, but leads to more information loss because there are fewer users in a
smaller window. A larger p inherits more online users from the previous window,
thus, reduces information loss. A smaller w and a larger p lead to a more frequent
update of groups. See Section 5.1 for more discussion.

Unless otherwise specified, the following default settings are used: λ = 50, µ =
50 (with the variance σ fixed at 10), k = 30, w = 50 and p = 50%. For example,
if τ corresponds to a second, these default settings represent the window size of 50
seconds, one update in every 25 seconds, the user arrival rate determined by the Pois-
son distribution with the mean of 50 users per second (λ = 50), the online duration
determined by the Normal distribution with the mean of 50 seconds (µ = 50). Note
that the reported results are independent of the interpretation of τ . Below, we report
the simulation results by varying one category of parameters at the default setting
while fixing the other. Every experiment is run over 100 time windows.

6.2 User Online Characteristics

Varying λ and µ This experiment studies how user online characteristics λ and µ
affect personalization and privacy, while fixing the user pool parameters k, w and
p at the default value. The user arrival rate λ is varied from 10 to 300. This covers
from small recommendation services having tens of new online users every time unit
to popular recommendation services serving hundreds of queries per time unit. The
mean of online duration µ is set at 10, 50 and 100 (with the variance σ fixed at 10),
covering users who have a brief stay and users who have a longer stay.
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Fig. 6 Information Loss vs. λ and µ

The personalization level, represented by AvgIL, is summarized in Fig. 6. Not
surprisingly, the personalization level benefits from having a larger user arrival rate
λ. With more online users entering the system in each window, OA-groups have more
refined regions for the generalized personal information d′. Interestingly, when λ is
slightly increased from 10 to 50, for µ = 50 and µ = 100, AvgIL quickly drops to
the highly satisfactory level of 5%, and for µ = 10, AvgIL drops to below 10%. This
clearly indicates that most information for personalization has been preserved for a
wide range of user arrival rate.

Fig. 6 also shows that the longer the users stay online, i.e., a larger mean µ of
online duration, the less information is lost. In fact, a longer online duration has a
similar effect of increasing the number of online users within each window, thus,
forming OA-groups with more refined regions for generalized personal information.
We note that information loss is only reduced slightly by the change from µ = 50 to
µ = 100. This is because the regions for OA-groups at µ = 50 are already small (i.e.,
specialized).

These experiments suggest that it is not necessary to have a very large user arrival
rate λ and a very large online duration µ in order to achieve a good personalization.
Rather, it is more important to have some minimum user arrival rate and minimum
online duration. In fact, these minimum requirements can be fulfilled by most popular
recommendation services.

We also studied the frequency of unregistered users and forced-expired users
(Section 5.2). Unregistered users will use the most generalized personal information
d∗ and do not get personalization. Forced-expired users are forced to expire, thus,
become unregistered, due to elimination of their groups in the next window. We want
to minimize the number of such users. Table 1 shows the percentage of unregistered
users and forced-expired users among all users in a window. The default value for µ
is 50 and the default value for k is 30. The percentage of forced-expired users remains
at a very low level, indicating that most of OA-groups “survive” when the window
slides. The percentage of unregistered users has a descending trend when λ increases.
In this experiment, the default setting for k is 30. These percentages will be further
reduced if k is set to a smaller value such as 5-10, which is sufficient for anonymity
in many situations.
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λ 10 50 100 150 200 250
Unregistered 3.0% 0.9% 0.5% 0.5% 0.2% 0.1%
Forced-expired 0.1% 0.1% 0.1% 0.1% 0.2% 0.1%

Table 1 The percentage of unregistered/force-expired users
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6.3 User Pool Characteristics

The parameters k, w and p define the characteristics of the user pool and jointly
determine the tradeoff between personalization and privacy. This experiment studies
how these parameters affect personalization and privacy, while fixing the user online
parameters λ and µ at the default value.

Varying k The parameter k sets the minimum OA-group size. Fig. 7 shows infor-
mation loss vs. k. A larger k increases information loss because a larger OA-group
requires a more generalized personal information d′. Typically, a small k in the range
of 5 to 10 is sufficient to provide a reasonable anonymity level. Therefore, practically
information loss is no more than 4%.

Varying w and p The parameters w and p determine the window setting of the
user pool. Note that w serves two measures: the window size, and the temporal ac-
curacy of the attacker’s knowledge about query time (i.e., the w-oblivious attacker,
Definition 1). As shown in Fig. 8, a smaller w comes with more information loss.
This is because a smaller window contains fewer online users to form OA-groups,
which translates into more generalization of personal information. Also, a smaller
w means a more frequent update of OA-groups, thus, more communication between
LBSN users and the user pool. There seems to have a balance point at w = 90 where
AvgIL drops to a low and stable level and further increasing w has little effect on
AvgIL.

The window overlap ratio p does not affect user privacy. It however has an im-
portant implication on the personalization level. As we discussed in Section 5.1, the
next window relies on online users in the overlap with the previous window to jump-
start OA-groups. With a fixed w, a larger p means more online users in the overlap
to jumpstart the next window, which leads to more OA-groups and less information
loss thereby. This is verified in Fig. 8. On the other hand, a larger p leads to a more
frequent update of OA-groups. For example, with w = 60, p = 0.1 means one update
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every (1− p)w = 54 time units and p = 0.5 means one update every (1− p)w = 30
time units.

Among all the simulations conducted, the maximum number of online users pro-
cessed by the user pool per window is over 44,000. Even that, the average runtime
spent on group updating per window is less than 1 second. Analytically, the com-
putational complexity is mainly determined by the group splitting algorithm, SPLIT,
which is O(n log n), where n is number of online users in the group being split. Note
that this algorithm is run locally by the user pool. If this approach is deployed on the
web, there will be some message transmissions between LBSN users and the user
pool prior to running SPLIT. As discussed in Section 5.2, this cost is minor because
the number and the size of messages are very small.

6.4 Discussion

Until now, we considered the attacker who passively waits for the query log to be pub-
lished. A more aggressive attacker could actively create the query log to compromise
the privacy of a target user u. One such case is that the attacker ”controls” some num-
ber of LBSN users to send “special queries” to the recommendation service. Later
after the query log is published, the attacker can remove such special queries; there-
fore, defeat the notion of online anonymity. While such attacks are not impossible,
there are significant challenges in terms of the effort required. First, a controlled user
must issue the special query in exactly the same time window as the target user u in
order to be effective. If the time window is large, there are likely many online users
in the window and the attacker’s strategy will not be effective. If the time window is
small, the attacker must know pretty accurately when u will issue a query in advance,
which can be a challenge to the attacker because often the target user u itself may not
know an accurate query time in advance due to various uncertainties.

7 Conclusion

This paper was motivated by two emerging trends: LBSN users want personalized
services and LBSN users want privacy. One challenge is that personal information
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must be made anonymous under the assumption that the participating parties, includ-
ing the recommendation service, are not completely trusted, due to systematic collec-
tion of personal information in addition to queries. Another challenge is the online
and dynamic nature of LBSN users. We proposed the notion of online anonymity
to protect LBSN users and we proposed an approach to maintain online anonymity
through time. Our approach makes use of a third party called the user pool and we do
not require the user pool to be trusted. The simulation study on real US demograph-
ics showed promising results: it is feasible to achieve personalization for reasonable
privacy settings.
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