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Abstract Optimal location problems are important problems and are par-
ticularly useful for strategic planning of resources. However, existing studies
mainly focus on computing one or k optimal locations. We study the Group
OptimAl Location (GOAL) problem, which computes a minimum set of loca-
tions such that establishing facilities at these locations guarantees that every
facility user can access at least one facility within a given distance r ∈ R+.
We propose two algorithms, GOAL-Greedy and GOAL-DP, to first solve the
problem in the Euclidean space. These two algorithms are supported by a
clustering based method to compute an initial solution of the problem, which
yields an upper bound of the number of locations needed to solve the prob-
lem. We propose a grid partitioning based strategy to refine the initial solution
and obtain the final solution. We further extend our algorithms to road net-
works. We perform extensive experiments on the proposed algorithms. The
results show that the proposed algorithms can solve the problem effectively
and efficiently in both Euclidean spaces and road networks.
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1 Introduction

Optimal location problems have attracted on-going research efforts in the
database community since Zhang et al. [35] introduced the Optimal Location
(OL) query. An OL query considers two spatial point sets: a set P representing
facilities (or service sites) and a set O representing clients. The query objective
is to identify a location (or region) p, such that a new facility built at p can
optimize a certain cost metric (e.g., the average) defined on the distances be-
tween the facilities and the clients. OL queries have various applications such
as resource allocation, facility location selection, etc.

Existing studies mainly focus on computing a fixed number of optimal
locations (e.g., 1 or k). Few have studied the problem of computing a set of
optimal locations to provide a full coverage to the clients. Xu et al. [33] study
the group location selection queries to compute a set of locations to cover the
clients. They consider clients with uncertain locations, and their goal is to
cover the clients with a certain probability.

EC1

EC2

Fig. 1 Motivating Example: EC1 and EC2 represents two emergency centers,the other
buildings represent residential buildings that need to be covered within a certain distance

We study a group location problem where client locations are certain: Given
a constant r ∈ R+ representing the coverage radius of a facility and a client
set O, we compute a minimum set of locations needed such that establishing
facilities at these locations can cover all the clients in O. Here, we say that a
facility covers a client if their distance does not exceed the coverage distance
r. We call this problem the Group OptimAl Location (GOAL) problem.

The GOAL problem has various applications. For example, when setting
up emergency centers in an area hit by a natural disaster, e.g., an earthquake,
the emergency centers should be within a reachable distance to everyone. Our
GOAL problem can help find out the minimum number of emergency centers
needed and where to place them to cover the people in the area. This example
is illustrated in Fig. 1, where two emergency centers EC1 and EC2 are needed
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Fig. 2 Example of the GOAL problem in Euclidean space

to cover all the residential areas nearby, and the circles represent the area
covered. This can also be thought of as a scenario where a telecommunication
service provider is to decide where to set up new base stations for the nearby
users. Note that we assume an infinite facility capacity in this study. In reality,
an emergency center or a base station can only serve a limited number of
people. In such case, we can run our algorithms in the more dense regions
with a smaller coverage radius in a divide-and-conquer manner, until each
region has a sufficiently small population that can be served by a facility. The
above problem can be formulated as a GOAL problem as shown in Fig. 2(a),
where the clients are represented by a set O = {o1, o2, o3, o4, o5, o6, o7, o8}. A
solution of the problem is shown in Fig. 2(d), where the clients are grouped into
two coverage sets denoted by CS1 and CS2, each enclosed by a circle with the
radius being the coverage radius r and the center being the geometric center of
the set of clients, which are small triangles p1, p2. Establishing an emergency
center (base station) at p1, p2 can provide a full coverage to all clients. As
shown by the dashed circles, moving any circle slightly may still guarantee
that all clients are covered. Thus, the problem solution may not be unique.
However, it is clear that no single circle with radius r can cover all the clients,
and 2 facilities are the minimum to provide a full coverage.
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In this paper, we are interested in finding this minimum number, and one
of the solutions with this minimum number. The overall procedure of our
algorithms is: 1) First run a clustering algorithm to obtain an upper bound
on the number of disjoint subsets needed to fully cover the data set where
each cluster can be enclosed by an r-radius circle, as shown in Fig. 2(b), there
are three clusters with centers p1, p2, p3. Notice that, we must guarantee that
the distance between a client point to its cluster center is smaller than r
in this step. The clusters form our initial problem answer with their centers
as coverage set centers and the radius is r. Figure 2(c) illustrate the initial
coverage sets derived from clustering; 2) Second, we apply a two-stage merging
procedure to further refine the coverage sets obtained. The first stage uses
a grid to partition the data space and merges coverage sets in nearby grid
cells. The second stage further merges the coverage sets through examining
different pairs of coverage sets. Two strategies are used – greedy and dynamic
programming – to reduce the number of pairs of coverage sets to be considered,
resulting in two algorithms GOAL-Greedy and GOAL-DP, respectively, and
the final result after merging is shown in Fig. 2(d), the answer set is CS1 =
{o1, o2, o3, o4, o5} and CS2 = {o6, o7, o8}.

The GOAL problem is NP-hard, as shown by Xu et al. [33]. Intuitively,
the problem involves generating every subset of O that can be enclosed in a
circle with radius r and selecting the combination of the minimum number
of disjoint subsets that can cover O, which can be reduced to the set cover
problem. In Fig. 2 (a), there are 30 candidate subsets: {o1}, {o2}, ..., {o8};
{o1, o2}, {o1, o3}, ..., {o7, o8}; {o1, o2, o3}, {o1, o2, o4}, {o1, o3, o4}, ..., {o6, o7, o8};
{o1, o2, o3, o4}, {o5, o6, o7, o8}. Generating these subsets on n clients by enu-
meration takes O(2n) time, which is impractical.

Our contributions are summarized as follows.

– We are the first to study the group optimal location selection (GOAL)
problem in both Euclidean spaces and road networks where the data object
locations are certain.

– We estimate the upper bound of the number of locations needed to solve
the problem which can reduce the searching space significantly.

– We propose a grid partitioning based method to refine the initial answer
obtained by clustering. Two algorithms GOAL-Greedy and GOAL-DP are
proposed to compute the final answer based on the grid partitioning in
Euclidean space. The algorithms are further extended to solve the GOAL
problem in road networks.

– We conduct extensive experiments with both real and synthetic data sets
to demonstrate the efficiency and effectiveness of the proposed algorithms.
The experimental results show that the proposed algorithms outperform
the baseline algorithms significantly.

The rest of the paper is organized as follows. Section 2 discusses related
work. Section 3 formulates the GOAL problem. Section 4 describes the algo-
rithms for GOAL in Euclidean space and road networks. Section 5 analyzes
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the algorithm correctness and complexity. Section 6 presents the experimental
results, and Section 7 concludes the paper.

2 Related Work

2.1 Optimal Location Queries

Zhang et al. [9] first introduced the optimal location (OL) query to the database
community. Xiao et al. [32] classify optimal location queries into three cate-
gories based on the cost metrics: i) competitive location queries, which com-
pute a candidate location p ∈ P (where P is a given candidate facility location
data set) that maximizes the total weight of the clients attracted by a new fa-
cility built at p [4] [5] [15] [19] [20] [29] [31] [36]; ii) MinSum location queries,
which compute a candidate location p ∈ P on which a new facility can be set
up to minimize the total weighted attract distance (WAD) of the clients [4];
iii) MinMax location queries, which compute a candidate location p ∈ P on
which a new facility can be set up to minimize the maximum WAD of the
clients [9] [18] [23] [24] [35]. Beyond these three categories, another category
named the MinCost query computes a location (a group of locations) for
setting up a new facility (new facilities) such that the cost of setting up the
facilities and the overall transportation cost is minimized [6] [7].

These studies differ from ours in that they are interested in computing just
one location, while ours computes a (non-predetermined) number of locations,
which is more challenging and cannot be solved by the existing approaches.

2.2 Facility Location and Set Cover Problems

Facility location problems (FLP) have been studied in the field of Operation
Research [3] [22] [26] under application context such as sensor network deploy-
ment [2] [17] [25] [28], resource allocation [21] [25], etc. Common aims of FLP
are: i) minimizing the cost of setting up new facilities [21] [22] or maximizing
the number of clients served by a given number of facilities [2] [3] [25]; ii)
selecting k of the candidate facility locations, and then assigning each of the
clients to its closest facility so as to minimize their average distance [2] [17]
[21] [26] [34]. FLP problems are similar to our problem but with two major
differences. First, many FLP problems compute a fixed number of facility lo-
cations to maximize their impact rather than requiring a full coverage of the
clients. Second, FLP often depends on specific applications and have applica-
tion dependent cost metrics (e.g., sensor network cost model), and hence the
solutions are difficult to extend to general distance based metrics.

Set cover [1] [8] [10] [14] is another branch of studies similar to ours. How-
ever, set cover algorithms are not directly applicable because they assume that
the candidate subsets already exist while we aim to avoid generating all the
candidate subsets.
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2.3 Group Optimal Location Selection

More relevant studies are discussed in [12] [14] [25]. Sakai et al. [25] study the
k-optimal location query (MkOLS) that selects the k locations that cover the
maximum number of clients. They propose the Estimation based Algorithm
(EB) which consists of a suite of pruning rules to reduce query cost. Although
the algorithm is effective, its aim is to assign the maximum number of cilents
to k facilities. Adapting the algorithm to our problem is inefficient because
it requires running the algorithm iteratively with increasing value of k until
all clients are covered. The other studies [12] [14] [33] share similar problem
definition and techniques with [25] and hence their algorithms are not suitable
to our problem either.

There are two algorithms that can be adapted to solve our problem – the
GCA algorithm [33] and the CREST algorithm [30]. GCA answers the GOAL
problem over a set of clients with uncertain locations in polynomial time while
ensuring that all the client points can be covered with a bounded probabil-
ity. GCA consists of two phases: i) selecting candidate coverage sets using a
heuristic Closure polygon algorithm, ii) refining the coverage sets by dynamic
programming. CREST is proposed to solve the reverse nearest neighbor (RNN)
heat map problem which shows the number of RNNs of every point in the space
with a grey scale heat map. It first draws nearest neighbor circles (NN-circles)
to divide the space into separated regions and then adopts the classic sweep
line algorithm to compute the number of RNNs of each region. By letting the
NN-circle radius be our coverage radius r, each region produced by CREST
corresponds to a candidate subset. We adapt the algorithm so that it produces
the regions that together cover all the clients. We compare our algorithms with
these two algorithms in the experimental study.

Notice that the competitive location queries, also called maximizing bi-
chromatic reverse nearest neighbor search [20] [31] [36], can also be adapted
to our problem. However, since the goal of the MaxOverlap algorithm intro-
duced in paper ”Efficient Method for Maximizing Bichromatic Reverse Nearest
Neighbor (BRNN)” [20] [31] is finding out one optimal region or k regions to
maximize the BRNN number, it cannot guarantee that all the client points
can be served. The coverage sets derived by the algorithm may overlap with
each other dramatically. That is to say, in the worst case, there may be some
outlet point, and the MaxOverlap algorithm has to find out a huge number of
optimal regions to cover it.

According to the analysis above, we modified the MaxOverlap algorithm
[20] [31] to make it better adapt to our problem. The changes are as follows:
i) For the NLC construction step in MaxOverlap [31] algorithm, we set the
distance between a client point and its nearest service site be the coverage
radius r, and in this way the nearest neighbor query in this step can be omitted;
ii) we find out top k optimal regions instead of one optimal region such that
the top k optimal regions can cover all the client points collectively; iii) we
record the client point that has been covered, such that the top k MaxOverlap
algorithm terminates only when all the points have been covered.
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Table 1 Frequently Used Symbols

Symbol Meaning

O the set of data points (clients)
r the coverage radius of a facility
dist(oi, oj) the distance between two points
Ci,j the grid cell on ith row and j th column
n the size of O
k the parameter of k-means clustering
∆ the increment step size of k
p the center of a coverage set
P a set of facilities
CS a coverage set
Θ a set of coverage sets

3 Problem Statement

We first present a few basic concepts and a problem definition. Frequently
used symbols are listed in Table 1.

We consider a point set O in a 2-dimensional Euclidean space representing
the clients, and use the Euclidean distance to measure the distance between
two points p and o, denoted by d(p, o).

Given a constant r ∈ R+ and two points p and o, where p represents
a facility location and o represents a client, we say that p covers o if their
distance d(p, o) is less than or equal to r. We call r the coverage radius of p.
The set of clients covered by p is called a coverage set, denoted by CS.

Definition 1 (Coverage Set) Given a coverage radius r ∈ R+ and a
point set O, a coverage set CS is a subset of O, such that every point in CS
can be covered by the same point p.

The Group OptimAl Location (GOAL) problem computes a minimum num-
ber of coverage sets, such that the union of them is the set O.

Definition 2 (GOAL) Given a coverage distance r ∈ R+ and a point
set O, the Group OptimAl Location problem finds the minimum number of
disjoint coverage sets such that the union of these coverage sets is O, and
returns this number as well as a corresponding set of coverage sets.

Formally, let Θ = {CS1, CS2, ..., CSm} be the set of coverage sets returned.
This set satisfies that

(i) ∀i, j ∈ [1,m], i 6= j : CSi ∩ CSj = ∅;
(ii)

⋃m
i=1 CSi = O;

(iii) For any other set Θ′ satisfying the two conditions above, |Θ| <= |Θ′|.

As discussed in Section 1, the GOAL problem is NP-hard [14] [33], and
the answer coverage sets are not unique. Our focus is to find an approximate
solution with a small number of coverage sets. For example, as shown in Fig. 2
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(a), given a client data set O={o1, o2, o3, o4, o5, o6, o7, o8}, a possible problem
answer is Θ = {CS1 ,CS2} as shown in Fig. 2 (b), and |Θ|=2.
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Fig. 3 Example of the GOAL problem in a road network

We also consider the GOAL problem in road networks, where a road net-
work is modeled by a graph G = 〈V,E〉 embedded in a Euclidean space. Here,
V denotes a set of vertices (intersections in the road network) and E denotes
a set of edges (roads). The edge length is computed as the Euclidean distance
between the two vertices of the edge. The set of objects O are on the edges (or
at the vertices) of the graph. The GOAL problem in road networks has a simi-
lar definition to that in Euclidean space, except that now the distance between
a facility and a client is computed as their graph shortest path distance.

For example, as shown in Fig. 3 (a), given a road network where n1, n2, n3, n4,
n5 are the vertices and the length of each edge are shown on the edges, a cov-
erage radius r = 4, and a client data set O = {o1, o2, o3, o4}, a possible set of
coverage sets is shown in Fig. 3 (b), where Θ = {CS1 ,CS2}, and |Θ| = 2.

4 Algorithms

The overall procedure of our algorithms is as follows. We run a clustering
algorithm to obtain an upper bound on the number of disjoint subsets needed
to fully cover the data set where each cluster can be enclosed by an r-radius
circle. The clusters obtained form our initial problem answer. Then we apply a
two-stage merging procedure to further refine the coverage sets obtained. The
first stage uses a grid to partition the data space and merges coverage sets in
nearby grid cells. The second stage further merges the coverage sets through
examining different pairs of coverages sets. Two strategies are used – greedy
and dynamic programming – to reduce the number of pairs of coverage sets
to be considered, resulting in two algorithms GOAL-Greedy and GOAL-DP,
respectively. Figure 4 summarizes the overall algorithm procedure.
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Fig. 4 Algorithm overview (maxR is the maxDist between two points in a cluster)

4.1 Clustering

We compute an upper bound of the number of coverage sets needed by run-
ning a clustering algorithm over the client data set O. We use the k-means
clustering algorithm for simplicity, although other clustering algorithms such
as DBSCAN may be used as well. Specifically, we run k-means with a prede-
fined initial value of k over O. We compute the inner maximum distance for
each cluster obtained, i.e., the maximum distance between any two objects in
a cluster, denoted by maxR. If maxR ≤ r holds for every cluster, the clusters
obtained satisfy the GOAL problem, and each forms a coverage set. We draw
a circle centered at the geometric center of the clients in a coverage set with
radius r (cf. the solid circles in Fig. 2(b)). This circle encloses all the clients
in the coverage set, and a facility set up at its center can cover all the clients
in the coverage set. We call this circle a coverage set circle and use it to rep-
resent a coverage set in the figures in the rest of the paper. If maxR > r for
some cluster, we increase k by ∆ which is a empirically learned parameter. We
repeat the process above until maxR ≤ r for every cluster obtained.
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When the clustering algorithm terminates, the clusters obtained serve as
our initial answer coverage sets. The value of k at termination is an upper
bound of the number of coverage sets required to fully cover all the clients.

4.2 Grid Partition Based Coverage Set Merging

Since maxR ≤ r is a relaxed bound, we may not need all the initial coverage
sets but can merge some of them to obtain fewer coverage sets.

We use a grid partition to refine the coverage sets as follows. We partition
the space using a grid where each cell is a square with an edge length of

√
2r,

as shown in Fig. 5 (a). For ease of discussion we assume that the data space
can be partitioned into integer numbers of rows and columns. The last row and
column of the grid may contain partially empty space but this does not affect
the correctness of the algorithm. This partition guarantees that all points in
the same cell can be covered in a coverage set, because a cell is fully enclosed
in a circle sharing the same center with the cell with a radius of r, as shown
in Fig. 5(b).

The advantages of the grid partition are: i) only the data points in the same
or adjacent cells can form a coverage set which can help prune the search space
for coverage set merging; ii) for a given coverage set, we only need to check
its adjacent cells for coverage set refinement by merging with a neighboring
coverage set or exchanging some clients with a neighboring coverage set.

We present two lemmas to support coverage set merging based on the grid
partition.

4.2.1 Coverage Sets Not to Be Merged

O1
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O3

O4

O5

O6

0

1 2 3

1

2

0

O8

O7

(a) The partitioned space

r

(b) A grid cell

Fig. 5 Grid partition

First, we discuss the case where two coverage sets are not to be merged.
Let Ci,j be the grid cell at row i, column j. The cells within 2

√
2r distance of

Ci,j (including Ci,j itself) form the adjacent region of Ci,j , i.e., the adjacent
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region is a set {Cx,y|i− 2 ≤ x ≤ i+ 2, j − 2 ≤ y ≤ j + 2}. The region enclosed
by the dashed line boundary in Fig. 6 exemplifies the adjacent region of C2,2.

The adjacent region of Ci,j defines a region where a client o′ must be in if o′

and some client o ∈ Ci,j belongs to the same coverage set. This is formulated
as the following lemma.

Lemma 1 Given two client points o ∈ Ci1,j1, o
′ ∈ Ci2,j2, if Ci2,j2 is not in

the adjacent region of Ci1,j1, then o, o′ cannot be in the same coverage set.
Proof Suppose that the centers of Ci1,j1, Ci2,j2 are c1(x1, y1) and c2(x2, y2).

Since Ci2,j2 is not in the adjacent region of Ci1,j1, we know that i2 < i1 −
2ori2 > i1+2orj2 < j1−2orj2 > j1+2. Suppose that i2 < i1−2 holds (same
argument holds for the other cases). Then, according to the grid cell size,

x2√
2r

<
x1√
2r
− 2⇒ |x1 − x2| > 2

√
2r (1)

Since c1(x1, y1) and c2(x2, y2) are the centers of two cells, we also have

|y1 − y2| > 2
√

2r (2)

Thus,

dist(c1, c2) > 4r (3)

For any o ∈ Ci1,j1, o
′ ∈ Ci2,j2, we have

dist(o, c1) < r ∧ dist(o′, c2) < r (4)

Also,
dist(c1, c2) ≤ dist(o, c1) + dist(o′, c2) + dist(o, o′) (5)

Based on Inequalities (3), (4), and (5), we have

dist(o, o′) > dist(c1, c2)− 2r > 2r (6)



12 Fangshu Chen et al.

Thus, o, o′ cannot be in the same coverage set. �
According to Lemma 1, if two coverage sets are not in the adjacent region

of each other, they should not be merged into a coverage set.

4.2.2 Coverage Sets to Be Merged

Next, we discuss two cases where two coverage sets can be merged together to
form a single coverage set, and hence reduce the number of coverage sets.

The first case states that two coverage sets can be merged if their centers
are sufficiently close.

Lemma 2 Given two coverage sets CS1 and CS2 centered at c1 and c2,
if dist(c1, c2) ≤ r − max{maxR(CS1),maxR(CS2)}, then CS1, CS2 can be
merged into one coverage set.

Proof Without loss of generality we assume that

max{maxR(CS1),maxR(CS1)} = maxR(CS1)

It is sufficient to show that for any client point o in CS1, its distance to
the center of CS2 does not exceed r, meaning that o can be merged into CS2:

∀o ∈ CS1, dist(o, c2) ≤ r (7)

Based on triangular inequality,

dist(o, c2) ≤ dist(o, c1) + dist(c1, c2) (8)

Meanwhile,
dist(o, c1) ≤ maxR(CS1) (9)

If
dist(c1, c2) ≤ r −max{maxR(CS1),maxR(CS2)},

then, dist(c1, c2) ≤ r −maxR(CS1)
(10)

From Inequalities (8), (9), and (10), we derive

∀o ∈ CS1, dist(o, c2) ≤ maxR(CS1) + r −maxR(CS1) = r (11)

Thus, all the points in CS1 can be merged into CS2 safely. �
The next case for merging is based on a concept named the reachable region.

The reachable region of a grid cell Ci,j is a square that has the same center
as Ci,j , but with an edge length of 2

√
2r. The dashed line square in Fig. 7

exemplifies the reachable region of C1,1. The four vertices of the reachable
region of Ci,j are the centers of the four cells Ci−1,j−1, Ci−1,j+1, Ci+1,j−1,
and Ci+1,j+1, i.e., C0,0, C0,2, C2,0, and C2,2.

Lemma 3 Let CSi,j be the set of coverage sets whose centers are all
in a cell Ci,j . Let CSR be the set of coverage sets whose centers are in the
reachable region of cell Ci,j (excluding the coverage sets in CSi,j). Define CS0

as a coverage set that consists of the points in a circle centered at the center
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Fig. 8 Examples of reachable region based merging

of Ci,j with a radius of r. If each of the points in CSi,j \ CS0 can be covered
in some coverage set in CSR, we can safely move these points to the coverage
sets in CSR, keep CS0, and remove all the coverage sets in CSi,j .

Proof Figure 8 illustrates the lemma. In Fig. 8(a), there are two coverage
sets CS1 = {o1, o2, o3, o4} and CS2 = {o5, o6, o7, o8} in cell C1,1. There are
coverage sets CSr1, CSr2 and CSr3 in the reachable region of C1,1. The clients
o3, o4, o5, o6 are all in C1,1, while o1, o2 are enclosed by the coverage set circle
of CSr1, and o7, o8 are enclosed by the coverage set circle of CSr2. We can
safely merge o3, o4, o5, o6 as a coverage set CS0, while adding o1, o2 to CSr1

and o7, o8 to CSr2, as shown in Fig. 8(b). This way we reduce the number of
coverage sets.
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A formal proof of the correctness of the lemma is straightforward based on
the edge length of the cells and the coverage radius of the circles. We omit it
for conciseness.

Algorithm 1: GridMerge
Input: initial coverage set collection Θ
Output: refined coverage sets Θ∗

1 count = 0
2 while count < IterationNum do
3 Sort the grid cells, get the sorted queue QC
4 while QC is not null do
5 Get a Cell C from QC
6 for every coverage set CSi in C do
7 for every point o in CSi do
8 if o is only covered by CSi then
9 Put CSi into Θ∗

10 flag=true;
11 break;

12 if flag==true then
13 continue; //goto the next coverage set

14 for every coverage set CSj (j > i) in Ω, Ω is the adjacent region of C)
do

15 if CSi and CSj satisfy Lemmas 2 or 3 then
16 CSj ← CSi

⋃
CSj

17 delete CSi from Θ
18 flag=true;
19 break;

20 if flag==true then
21 continue;

22 count ++;

23 Add the remaining sets in Θ to Θ∗

24 return Θ∗

4.3 All Coverage Set Pair Based Merging

We summarize the grid based merging process as the GridMerge algorithm.
The pseudo-code of the algorithm is shown in Algorithm 1. The algorithm first
sorts the grid cells based on the number of coverage sets centering at them in
the descending order. Let QC be the sorted queue of grid cells (line 3). Merge
processes the cells in QC one at a time (lines 4 to 19). For each coverage set
in cell Ci,j being processed, we check if the clients in the set is also enclosed
by the coverage set circle of some other coverage sets. If not then we put this
coverage set into the final problem answer Θ∗ (lines 7 to 13). Otherwise, we
merge the coverage sets based on Lemmas 2 and 3 (lines 14 to 19). Note that
after processing all cells in the grid, new coverage sets may be formed which
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may need further merging. We thus run the algorithm iteratively until the
coverage sets become stable or a preset number of iterations has been reached
(line 2). Our experiments show that 5 iterations are sufficient for the data sets
tested.

The grid based merging is simple and effective, but it is also conservative.
We further refine the coverage sets via checking them pair by pair. We use
two strategies to avoid checking all pairs, resulting in two algorithms, GOAL-
Greedy and GOAL-DP, respectively.

4.3.1 GOAL-Greedy

Algorithm 2: GOAL-Greedy
Input: set O, cover radius r
Output: coverage sets collection Θ and |Θ|

1 while maxR > r do
2 k = k +∆;
3 Run k-means on data set O, get the clustering sets Θ∗;

4 Build a grid over the coverage sets Θ∗ obtained by clustering
5 Call GridMerge over the initial coverage sets and get the merged coverage sets Π;
6 Sort Π in descending order;
7 for every coverage set CSi in Π do
8 for every coverage set CSj in the reachable region of CSi do
9 for every point o in CSj do

10 if o ∈ CSi then
11 Delete o from CSj ;

12 if CSj is NULL then
13 delete CSj from Π;

14 Θ = Π;
15 return Θ and |Θ|;

GOAL-Greedy examines the coverage sets in the descending order of their
numbers of client points. For a coverage set CSi being examined, we fetch all
the client points from the coverage sets that have not been examined, and add
them to CSi if they are within the coverage set circle of CSi. The added client
points are removed from their original coverage sets. If a coverage set becomes
empty after the client point removal, we remove this coverage set. Note that
we can pre-label the clients that are covered by multiple coverage set circles
with a sequential scan to reduce the computational costs.

We present the full procedure of GOAL-Greedy in Algorithm 2. First, we
run the k-means algorithm iteratively to get the initial coverage sets (lines
1∼3). At each iteration we increase parameter k by ∆, which is a predefined
increment step size. We will study the choice of initial value of k and the value
of ∆ empirically in Section 6.1. When maxR ≤ r is reached, we terminate the
clustering process, and use the clusters obtained as the initial coverage sets.
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Then we build the grid over the centers of the coverage sets (line 4), and call
GridMerge for an initial merging of the coverage sets. From line 6 to line 13,
we use a greedy strategy to further remove the redundant coverage sets as
described above. In what follows, we use an example to illustrate the whole
procedure of GOAL-Greedy.

Example 1 As shown in Fig. 9(a), the client data set O = {o1, o2, o3, o4, o5
o6, o7}. Suppose that the initial coverage sets derived from running k-means is
Θinitial = {CS1, CS2, CS3, CS4, CS5, CS6}, and the centers of these coverage
sets are p1, p2, p3, p4, p5, p6, as denoted by the triangles. First, the gird cells
are sorted by the number of clusters centers. In Fig. 9(a), the descending
order of the cells is C1,2, C2,1, C2,3, C3,2, because C1,2 and C2,1 both contains
two centers, while C2,3 and C3,2 only contains one center. Based on Lemma
3, CS1, CS2 can be merged to one coverage set CS7, as shown in Fig. 9(b),
where o1, o2, o3, o4 are covered by the new coverage set CS7 centered at the
center of cell C2,1. Client o6 is merged to the adjacent coverage set CS4. We
get an intermediate result Θmiddle = {CS3, CS4, CS5, CS6, CS7}. Then C2,1

is processed. Based on Lemma 2, we can merge CS4, CS5 to coverage set
CS4. The result is shown in 9(c). And next, we run a greedy algorithm to
further merge the coverage sets. The descending order of coverage sets are
{CS6, CS7, CS3, CS4}. The algorithm checks CS6 at first, and o8 is moved to
CS6 and deleted from CS3. Next o3 and o4 are deleted from CS3, and since
CS3 is empty now, we can remove it from the answer set. The final coverage
sets are Θ = {CS4, CS6, CS7} as shown in Fig. 9(d), and |Θ| = 3.

GOAL-Greedy uses a greedy approach to merge the coverage sets which
is efficient, but may fail to find an optimal merging order of the coverage
sets. For example, in Fig. 10(a), there are seven client points {o1, o2, ..., o7}
forming three coverage sets after running GridMerge. Based on GOAL-Greedy,
coverage set CS1 will be processed at first, and points {o1, o2, o3, o4} will
be deleted from CS2, CS3. However,{o5, o6} can only be covered in CS2, so
CS2 has to be put into the final result, and this is same for CS3. Thus, the
answer set found by GOAL-Greedy is {CS1, CS2, CS3}. However, if we process
coverage sets CS2 and CS3 first, then CS1 can be removed from the result
which derives a more concise result {CS2, CS3}, as shown in Fig. 10(b). Next,
we present a Dynamic Programming based algorithm to obtain more concise
coverage sets.

4.3.2 GOAL-DP

To find a better merge of the coverage sets, we consider all the possible merging
of coverage sets. Suppose that the number of client points is n, and the mini-
mum number of facilities needed to provide a full coverage is minNum. We use
Θ to represent the optimal coverage set collection, andΠ = {CS1, CS2...CSm}
are the coverage sets derived from merging. The GOAL-DP algorithm decom-
poses the GOAL problem into two sub-problems: evaluating a sub- problem
GOAL(O′, i)(O′ ⊆ O) which returns the number of coverage sets needed to
solve the sub-problem, where i = 1, 2...m, and selecting min coverage sets
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Fig. 9 Procedure of GOAL-Greedy

which contain objects whose number is not less than the number of objects
in min other coverage sets (i.e., at least a coverage set is different). When
min coverage sets contain all the objects, which means O′ = O, then min is
minimal. Thus the Dynamic Programming equitation can be described as,

GOAL(∅, 0) = 0; (12)

GOAL(O′ 6= ∅, 0) =∞; (13)
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GOAL(O′, i) = min(GOAL(O′ − CSi, i− 1) + 1, GOAL(O′, i− 1)); (14)

The reasoning is quite straightforward: in the latest equation we can either
use or not use set CSi. In case we decide to use it, we still have to cover set
O′,using CS1, CS2, .... But we have already used CSi, so we have to add 1 to
the overall result. On the other hand we may decide not to use CSi. In this
case we have to cover the entire set O′ with remaining sets. Clearly we take
minimum out these two values. Algorithm 3 summarizes the above procedure.

Algorithm 3: GOAL-DP
Input: set O, cover radius r
Output: coverage sets collection Θ and minNum

1 while maxR > r do
2 k = k +∆;
3 Run k-means on data set O, get the clustering sets Θ∗;

4 Build a grid over the coverage sets Θ∗ obtained by clustering
5 Call GridMerge over the initial coverage sets and get the merged coverage sets Π;
6 initial the status table;
7 for every coverage set CSi in Π do
8 take CSi into O′ (use O′ to record the temporal client points set been covered);
9 GOAL(O′, i) = min(GOAL(O′ − CSi, i− 1) + 1, GOAL(O′, i− 1));

10 minNum = GOAL(O′,m);(O′ = O)
11 Θ = O′;
12 return minNum, Θ;

The overall procedure of GOAL-DP is similar to GOAL-Greedy except the
DP procedure described as line 6 to line 10 in Algorithm 3. Next, we use an
example to illustrate the whole procedure of GOAL-DP.
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Fig. 11 Status table of DP

Example 2 We still use the example shown in Fig. 10, suppose that Fig.
10(a) is the result derived from GridMerge procedure. We conclude the status
table of DP algorithm in Fig. 11. Each column describes a possible subset
of O, i.e., set O

′
. Each row describes a status, status i means that coverage

set CSi is now discussed, for example, status 0 means that no coverage set is
considered, and status 1 means consider coverage set CS1. It’s obvious that
the result found by GOAL-DP is the minimum number in the last column,
which is { CS2, CS3 } with minimum coverage set number 2, as shown in Fig.
11.

4.4 GOAL Algorithm for Road Networks

We extend our solution to GOAL in road networks, where we use the lemma
below to prune coverage sets from being merged.

Lemma 4 Given a point o and a coverage set CS in a road network,
suppose that the center of the coverage set is c. If the Euclidean distance
dist(o, c) > r, then o cannot be in CS.

Proof Since for any two points their Euclidean distance does not exceed
their road network distance [14], we know distrn(o, c) > dist(o, c), and hence
distrn(o, c) > r, where distrn() denotes the the network distance. Therefore,
o must not be in CS.

Based on Lemma 4, we can use the Euclidean Distance to derive the initial
coverage sets (as shown in Fig. 12) as what has been described in Section
4.1. This step can help us avoid computing road network distance between
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the clients for clustering. Then, for each coverage set, we compute the road
network shortest path distance between a client point and the coverage set
center (the vertex on the road network that is closest to the geometric center
of the clients in the coverage set), and remove the clients that are not covered
by the center according to the network shortest path distance (as shown in
Fig. 12, we call this procedure Refinement). At last, we call DP algorithm for
final coverage set adjustment. We omit the pseudo-code of GOAL-RN, since
it is similar to GOAL-DP described above. We only illustrate the Refinement
procedure of GOAL-RN in Example 3, since the other steps are similar to
GOAL-DP.

Ajustment Refinement

Preprocessing

     Data set O, 

  coverage radius r, and 

road network graph G

The final coverage sets

Clustering

 by k-means
Grid partition

Road network 

distance 

computation

Point 

adjustment

DP coverage 

set merging

Fig. 12 Procedure of GOAL-RN
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Fig. 13 Example of GOAL-RN refinement
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Example 3 Suppose a coverage set CS1 locates at grid cell C1,1, where its
center pi is shown in Fig. 13; client oi is covered by pi; and dist(oi, pi) < r. We
then compute distrn(oi, pi). Note that, it is possible that pi is not on the road
network G, since pi is a cluster center. In that case, we replace pi by the vertex
on G that is nearest to it, which is n1 in Fig. 13. We have distrn(oi, pi) = 5 > r,
and oi is removed from CS1. We will search for a new nearest facility location
pj (center of another coverage set center) for oi in the order of the arrow line
as shown in Fig. 13 which is from the closest cells of C1,1 to the cells farther
away. We compute distrn(oi, pj) until it is not larger than r, and then put oi
in the coverage set of pj . If all coverage sets have been explored and none of
them can cover oi, then oi will form a new coverage set with itself.

5 Algorithm Analysis

5.1 Choice of Clustering Algorithm

The proposed algorithms do not rely on any particular clustering algorithm.
We use k-means for its simplicity. Additionally, compared with other popular
clustering algorithms such as DBSCAN [11], Hierarchical Clustering [27], and
Gaussian Mixture Model (GMM) [16] [13], k-means suits our problem setting
better in the following aspects. First, it naturally creates spherical clusters,
which form coverage sets nicely. Second, it is more stable on different coverage
radius values. In comparison, DBSCAN is more sensitive to the clustering
radius, and it is difficult to form coverage sets with a particular coverage radius.
To show this we run k-means and DBSCAN on the OL data set (described in
Section 6) and plot the result in Fig. 14. In the figure, each cluster formed is
represented by a different color. We see that DBSCAN creates clusters with
much more different sizes, while k-means creates clusters with similar sizes.

5.2 Optimality of Algorithm Output

As described in Section 4, each step of the three proposed algorithms can
ensure that all the points in one coverage set can be covered by a facility at
the coverage set center. Therefore, all the algorithms guarantee that all client
points are covered.

Next, we analyze how close the answers produced by GOAL-Greedy and
GOAL-DP are to the optimal problem answer with the minimum answer set
size. Let OPT be the minimum number of coverage sets required to cover the
whole client set, and k be the number of initial coverage sets produced after
clustering the clients. Let Ggreedy be the number of coverage sets that are
reduced by GOAL-Greedy. Then the approximation ratio of the GOAL-Greedy
algorithm is OPT

k−Ggreedy
. Similarly the approximation ratio of the GOAL-DP

algorithm can be represented by OPT
k−Gdp

where Gdp represents the number of

coverage sets that are reduced by GOAL-DP.
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Fig. 14 Clusters produced by k-means and DBSCAN on the OL data set

Ideally, if the initial coverage sets at different grid cells can be processed
independently, the grid cell based coverage set merging may achieve a good
coverage set reduction. However, this case is unlikely since there may be cov-
erage sets overlapping with more than one grid cells. In the worst case, the
greedy algorithm can be |O|-approximation algorithm.

There is no closed form equation to model the exact approximation ratio of
GOAL-Greedy or GOAL-DP, but GOAL-DP is expected to produce a smaller
number of coverage sets because it considers more combinations in merging
the coverage sets.

Based on the clustering result, we can use a enumerate method to derive
the optimal coverage sets. As we can see the enumeration algorithm is a brute-
force algorithm. In the worst case, let K be the number of initial coverage sets
produced after clustering, the enumeration algorithm will check

(
n
K

)
combi-

nations to get the optimal result, where n is an integer satisfying n ∈ [1,K).
And let m be the maximum size of influence set of a coverage set. The time
complexity of checking each combination is O(n2 ·m). In the worst case, the
cost of the proposed algorithm is O(n2 · m ·

(
n
K

)
). Thus, we only do exper-

iments on small size data sets to demonstrate the two proposed algorithms’
approximation ratio. For large data sets, we only use the answer set size to il-
lustrate the algorithms’ accuracy, since the algorithms accuracy increases with
the decrease of the answer set size.

5.3 Time Complexity

Both GOAL-Greedy and GOAL-DP contain the following three steps.
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Step 1 (Clustering) We adopt the k-means clustering algorithm to com-
pute initial coverage sets. The time complexity of this step is O(|O| · (k + k ·
∆+ k · 2∆+ ...+ k(t− 1)∆) · t) = O(|O| · k · (t2/2) ·∆), where |O| denotes the
number of client, k is the initial clustering parameter, ∆ is the increment step
size and t is the number of iterations that k-means is run.

Step 2 (Grid partition and coverage set merging) We use a grid to index
the center of the initial coverage sets, such that when merging the coverage
sets, we only need to consider those in the adjacent or reachable regions of
each other. Suppose that the number of adjacent or reachable regions of all
the grid cells is w. Then the time complexity of this step is O(|O|+α ·w · |O|),
where α denotes the percentage of clients that are covered in more than one
coverage set circles.

Step 3 (Merging of clusters) We have introduced two kinds of merging,
the Greedy approach and Dynamic Programming approach. Suppose that the
coverage sets number is C after Step 2, the time complexity of Greedy and
Dynamic Programming are O(C logC) and O(C2) respectively.

The overall time complexity of GOAL-Greedy and GOAL-DP are O((k ·
t2 ·∆+α ·w) ∗ |O|+C logC) and O((k · t2 ·∆+α ·w) ∗ |O|+C2) respectively.

For the GOAL problem in road networks, our GOAL-RN algorithm con-
tains the following three three steps:

Step 1 (Clustering) The time complexity of this step is the same as that
in the Euclidean space since we use the Euclidean distance in this step.

Step 2 (Refinement and adjustment) The time complexity for road net-
work distance computation by Dijkstra’s algorithm is O(|O|·(|E|+|V |·log |V |))
with an implementation based on a min-heap (where |V | is the number of nodes
and |E| is the number of edges in G). Refinement and adjustment can be done
by one pass of the coverage centers for each data points, the time complexity
is O(|O| · (|E|+ |V | · log |V |) + |O| · k).

Step 3 (Merging of coverage sets) This step is the same as GOAL-DP, and
the time complexity is O(C2).

The overall time complexity of GOAL-RN is O(|O|2 +k · t2 ·∆ · |O|+ |E|+
|V | · log |V |) + C2).

6 Performance Evaluation

This section presents the experimental results. The algorithms were imple-
mented in C++ and all experiments were performed on a computer with a
3.6GHz Intel Core i7 CPU and 32GB memory running Ubuntu 14.04.

The experiments are performed using both synthetic and real data sets.
The synthetic data sets follow uniform, Gaussian, and Zipfian distributions,
and the number of clients ranges from 2K to 500K. Four real world point
sets LB (Long Beach), CA (California), LA (Los Angeles), and NE (Northeast
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Table 2 Summary of real data sets

Dataset Cardinality

LB 53145
CA 62556
LA 116596
NE 123593
OL 6104 nodes,7034 edges
SJ 18263 nodes,23873 edges
SF 174956 nodes,223001edges

Table 3 Experiment parameters

Parameters Default Values

|O| 50K
Initial k |O|/300
∆ |O|/300

US)1 and three real world road network data sets OL (the road network data
set for City of Oldenburg), SJ (City of San Joaquin County) and SF (San
Francisco)2 are used in the experiments. Table 2 summarizes the real data
sets and Fig. 6 illustrates four of them.

We compare the efficiency and the answer set size (the number of coverage
sets produced) of the proposed algorithms GOAL-Greedy and GOAL-DP with
two baseline algorithms GCA [33] and CREST [30] for the GOAL problem in
Euclidean space . The two baseline algorithms have been described at the end
of Section 2. We vary the number of clients, the data point distribution, and
the value of coverage radius r in the experiments. Table 3 summarizes the
default values of the parameters used.

We also study the performance of GOAL-RN for the road network setting.
Since GCA and CREST are incompatible with road networks, they are not
used in the road network experiments.

6.1 Effect of Parameter k

We first evaluate the effect of the initial value of k in k-means. We use the
synthetic data set Uniform (50K) and set the other parameters at their default
values. The result shows that k has a non-trivial influence on the algorithm
efficiency and answer set size. We can see from Fig. 16(a) and Fig. 16(b) that,
when n/300 < k < n/200 (where n is the size of the client set), we can get the
best performance overall.

Regarding efficiency, too large or too small k values both have negative
impact on the efficiency and effectiveness of algorithms. If the k value is too

1 http://www.dis.uniroma1.it/challenge9/download.shtml
2 http://www.cs.utah.edu/vlifeifei/SpatialDataset.htm
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(a) CA (b) NE

(c) OL (d) SF

Fig. 15 Real world data sets

small, the clusters produced may be skewed and the clusters may have large
radius. We may need to run k-means for many times to reach a satisfying
radius which is time consuming. On the other hand, if k is too large, there
may be lots of initial coverage sets after produced by clustering, leading to a
more expensive merging step. Regarding answer set size, the impact of k is less
significant. This is expected as regardless of the initial value of k, the clusters
obtained as initial coverage sets are all bounded by the coverage radius. The
variation among different initial value of k is expected to be small. We observe
an exception for GOAL-Greedy at k = n/200. This is due to the greedy order
of merging used by the algorithm which happened to be a less preferable order
in this case. We repeat the same experiments and find a suitable of initial k
value for the other data sets. For parameter ∆, it has no directly impact on the
efficiency and effectiveness of algorithms, and it only has impact on k value.
Thus, we tune parameter ∆ and k at the same time.
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Fig. 16 Effect of k

6.2 Comparison of algorithms

6.2.1 Approximation ratio comparison

According to the analysis in Section 5.2, we can use a enumerate method
to derive the optimal coverage sets. However, in this way, the cost is very
high. Thus, we only do experiments on small size data sets to demonstrate
the two proposed algorithms’ approximation ratio. For large data sets, we
only use the answer set size to illustrate the algorithms’ accuracy, since the
algorithms accuracy increases with the decrease of the answer set size. As
shown in Figure 17, the approximation ratio of GOAL-DP algorithm is near
1, and is only a little higher than 1. And the approximation ratio of GOAL-
Greedy algorithm changes dramatically with the data set size, but still keeps
a constant approximation ratio with respect to the enumerate algorithm.
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Fig. 17 Approximation ratio comparison
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6.2.2 Effect of |O|

We then compare GOAL-Greedy and GOAL-DP with GCA [33], CREST [30]
and MaxOverlap [20] [31](which has been modified as described in Section 2
to adapt to our problem). We use both Uniform and Zipfian data sets and
vary the data set cardinality from 2k to 32k. We set the probability of a client
point being covered by a facility to 1 in GCA so that it can satisfy our problem
requirement. Figure 18 shows the overall algorithm running time. The result
shows that both GOAL-Greedy and GOAL-DP outperform GCA, CREST
and MaxOverlap, by up to 2 orders of magnitude. CREST and MaxOverlap
perform the worst.

This is because CREST has to compute every disjoint region’s number
of RNNs and then computes the combination of the most influential regions,
which is very time-consuming. And for MaxOverlap algorithm since the goal
of the algorithm is finding out one optimal region or k regions to maximize the
BRNN number, it cannot guarantee that all the client points can be served.
The coverage sets derived by the algorithm may overlap with each other dra-
matically. That is to say, in the worst case, there may be some outlet point,
and the MaxOverlap algorithm has to find out a huge number of optimal re-
gions to cover it. As a result, in the rest of the experiments, we only compare
with GCA, since CREST and MaxOverlap do not scale to larger data sets.

Figure 19 shows the effect of |O| on answer set size. GOAL-Greedy and
GOAL-DP again show significant advantage. Their answer sets are up to 80%
smaller than those of GCA, CREST and MaxOverlap. This is because GOAL-
Greedy and GOAL-DP have three effective merging strategies to reduce the
redundant coverage sets.
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Fig. 18 Effect of |O| on running time

In Fig. 20 we show the algorithm performance on even larger data sets.
We only show the coverage merging time for GOAL-Greedy and GOAL-DP,
since clustering is independent from merging and we may use any clustering
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Fig. 19 Effect of |O| on answer set size
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Fig. 20 Effect of data set size

algorithm to compute the initial coverage sets. For fairness of comparison we
also omit the R-tree building time for GCA in the following figures.

From Fig. 20(a), we can see that, GOAL-Greedy and GOAL-DP outper-
form GCA significantly with the larger data sets. For GOAL-Greedy, it is up
to an order of magnitude faster. Fig. 20(b) illustrates the answer set size of the
three algorithms. With the increase of data set size, all the algorithms’ answer
set size increases. The performance of GCA degrades dramatically compared
with the proposed algorithms.

6.2.3 Effect of data set distribution

Figure 21 shows the effect of data set distribution on GOAL-Greedy, GOAL-
DP, and GCA. As shown in the figure, the proposed algorithms outperform
GCA in running time for the various data distributions tested, and the advan-
tage grows as the size of the data set increases. Both proposed algorithms can
solve the problem within 10 seconds on all data sets. They are several times
faster than GCA on Uniform and Gaussian data sets, and almost an order of
magnitude faster on Zipfian and real world data sets.
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Fig. 21 Effect of data distribution on efficiency

We also compare the effect of data distribution on answer set size. As shown
in Fig. 22, GOAL-DP gets much smaller answer set size than GOAL-Greedy in
all data sets tested, and they both outperform GCA, especially on Zipfian and
real world data sets In Fig. 22(c),(d), GOAL-DP shows almost two order of
magnitude improvement compared with GCA. This is because these two data
sets have non-uniform distributions, and in some dense area, the coverage set
checking process (by the Closure Polygon Algorithm [33]) of GCA is very time
consuming.

6.2.4 Effect of r

We further test the impact of the coverage radius r. Figure 23 shows the
result. As expected, as r increases, both the algorithm time and answer set
size decrease. This is because larger r results in more clients for each coverage
set and fewer coverage sets for the refinement.
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Fig. 22 Effect of data distribution on the size of answer set
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Fig. 23 Effect of r

6.3 Performance on Road Networks

In this section, we demonstrate the effectiveness and efficiency of GOAL-RN,
Figure 24(a) demonstrates the answer set size of GOAL-RN algorithm on three
road network data sets with different size. We sample from two larger road
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Fig. 24 Performance on road network data sets

network data sets TG and SF to test the algorithm’s efficiency as shown in Fig.
24(b)∼(c). The figure shows that GOAL-RN can solve the GOAL problem in
road networks within acceptable running time. We denote the algorithm time
excluding the time for running Dijkstra’s algorithm to compute the network
distance by ”Without pre-processing” since this computation can be done
offline. We see that our algorithm scales well to larger data sets without the
network shortest path distance computation. It takes just a few seconds to
process a data set with 100k clients.

7 Conclusion

We studied the group optimal location (GOAL) problem in Euclidean space
and road networks. We used a clustering based method to compute an initial
answer and to estimate an upper bound of the number of locations needed
to solve the problem, which can prune the search space effectively. We pro-
posed three efficient algorithms GOAL-Greedy, GOAL-DP, and GOAL-RN for
Euclidean space and road networks that can efficiently (with near-linear time
complexity) produce answer sets with small size. Our algorithms outperform
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existing algorithms GCA and CREST significantly in Euclidean space with
respect to both efficiency and answer set size. They are up to two and one
order of magnitude faster than CREST and GCA, respectively.

For future work, it will be interesting to investigate how the problem can
be solved in the general metric space, and how parallel frameworks such as
Spark can be used to scale the proposed algorithms to even larger data sets.
And, since running Dijkstra’s algorithm costs a lot of time. On large networks,
computing all-pair shortest paths consumes huge time and space. We consider
to improve the efficiency of this part in our future work.
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26. David B Shmoys, Éva Tardos, and Karen Aardal. Approximation algorithms for facility
location problems. In Proceedings of the twenty-ninth annual ACM symposium on
Theory of computing, pages 265–274, 1997.

27. R. Sibson. SLINK: an optimally efficient algorithm for the single-link cluster method.
Comput. J., 16(1):30–34, 1973.
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